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For the purposes of this talk the only thing 
that is relevant is: 

SYK in the infrared is a solvable large N CFT. 
One can compute all correlation functions, 
by summing the large N dominant  Feynman 
diagrams. 

One can also sum the same diagrams in d 
dimensions.
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A key component of the correlation functions, 
arising from summing some particular Feynman 
diagrams, turns out to be a 6j symbol for the 
conformal group. 

In fact, this talk will be centered around the 6j symbol. 

We will discuss the appearance of the 6j symbol 
in CFT, as the crossing kernel, and the 
appearance of the 6j symbol in AdS loop 
diagrams. We will compute the 6j symbol. 
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Addition of three spins 

6j symbols: products of 4 Clebsch-Gordan   
coefficients, summed over mi

vertex: Clebsch-Gordan

edges:  spins



This was for SU(2). We would like to study the Euclidean 
conformal group, SO(d+1,1)
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Conformal 6j symbol
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Figure 6: The 6j symbol, represented as a tetrahedron.

singularities. Analogous poles exist for spinning operators, at twists ⌧
1

+ ⌧
2

+2n, dressed by labels

for the appropriate spinning structure and Lorentz representations.

3. 6j symbols

In this section we compute 6j symbols for principal series representations of SO(d+1, 1) in two

and four dimensions. We define the 6j symbol for these representations as a conformally-invariant

integral of a product of four conformal three-point structures,
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where Oi denotes an operator with dimension �i 2 d
2

+ iR, spin Ji, and position xi. The shadow

of an operator, eOi, has dimension e�i = d � �i. In total, the 6j symbol depends on the six

representations O
1

, . . . ,O
6

, together with four indices a, b, c, d that label conformally-invariant

three-point structures. For most of this section, we consider the case where there is a unique

three-point structure for the given representations, so we can drop the structure labels.

It is useful to represent the 6j symbol graphically as a tetrahedron, shown in Fig. 6. Each of

the six edges represent positions which are integrated over. Each of the four vertices is a three-

point structure. Notice that every one of the six operators appears once, and every one of the

shadow operators appears once. Our notation for the 6j symbol is such that the columns of (3.1)

and (3.2) contain edges that do not meet at a vertex. For example, O
1

and O
3

are not both present

in any of the four three-point structures.

In defining the 6j symbol (3.1), we made an arbitrary choice of which of the four three-point

structures contains the operator versus its shadow. A related object which does not require these

choices is
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Where does the 6j symbol appear? 

A CFT four-point function can be expanded in terms 
of conformal blocks.  

One can expand in either the s-channel blocks  
or the t-channel blocks  

Conformal bootstrap: equality between the two 
expansions gives constraints on the OPE 
coefficients
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The 6j symbol is the overlap between the s-channel and 
the t-channel conformal partial waves  (crossing kernel)

This object is manifestly symmetric under the symmetric group S
4

: permutations of the vertices

of the tetrahedron. It is trivial to evaluate six of the integrals appearing in (3.2) to relate it to

(3.1), as these are simply the shadow transforms discussed in Appendix D, and the integrals give

the shadow factors derived there. In particular, performing the integrals over xi0 relates our two

definitions,
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It is clear that the manifest tetrahedral symmetry of the 6j symbol is broken by choices of which

integrals to perform first. In calculating the 6j symbol, we will be forced to make such choices, and

as a result, our answer will not be manifestly symmetric under S
4

; the presence of this symmetry,

nevertheless, constitutes a strong check of our calculation.

Continuing with (3.1), we see that the integrals over x
5

and x
6

are simple to evaluate, each

producing a conformal partial wave, and we recognize the 6j symbol to be the overlap of two

partial waves, as previously shown in Fig. 1 ,
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where we have changed notation from Fig. 1, (�
5

, J
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) ! (�, J) and (�
6

, J
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) ! (�0, J 0), to

reflect the distinction now present between external operators and internal operators. We have

also dropped the spin indices for the external operators. We will refer to the first factor in (3.3)

as an “s-channel” partial wave (12 ! 34), and the second factor as a “t-channel” partial wave

(14 ! 23). Instead of the somewhat cumbersome multi-line {· · · } notation, we will often use the

following notation for the integral in (3.3) in what follows:
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Our task is to evaluate the integral in (3.3). In fact, (3.3) is a special case of the more general

quantity,
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To get (3.3), we specialize to the case where the four-point function is a single t-channel conformal

22

hn = 2n+ 1 (0.11)

m

2
n = hn(hn � 1) (0.12)

x =
⌧12⌧34

⌧13⌧24
(0.13)

�i (0.14)

h (0.15)

Sbulk =

Z
d

2
x

p
g


1

2
(@�n)

2 +
1

2
m

2
n�

2
n +

1p
N

�nmk �n�m�k + . . .

�
. (0.16)

Z

C

dh

2⇡i
⇢(h) ch1h2h ch3h4h Fh

hi
(⌧i) (0.17)

ni � 1 (0.18)

a

1
n, . . . , a

8
n (0.19)

hana†ma†ki (0.20)

m

2
n ⇠ n (0.21)

On ⇠ �i@
1+2n
⌧ �i (0.22)

hO�1,J1(x1)O�2,J2(x2)O�3,J3(x3)i (0.23)

 �1,...,�4
�,J (x1, . . . , x4) (0.24)

 �i
�,J(xi) =

Z
d

d
x5 hO�1

(x1)O�2
(x2)O�,J(x5)

µ1···µJ iah eO�,J ;µ1···µJ
(x5)O�3

(x3)O�4
(x4)i .

3

, =



The 6j symbol is the overlap between the s-channel and 
the t-channel conformal partial waves  (crossing kernel)

This object is manifestly symmetric under the symmetric group S
4

: permutations of the vertices

of the tetrahedron. It is trivial to evaluate six of the integrals appearing in (3.2) to relate it to

(3.1), as these are simply the shadow transforms discussed in Appendix D, and the integrals give

the shadow factors derived there. In particular, performing the integrals over xi0 relates our two

definitions,

"
O

1

O
2

O
6

O
3

O
4

O
5

#
= SO2O5

O1
S

eO1O5
O2

SO5O4
O3

S
eO3O5
O4

S
eO1 eO2
O5

SO1O4
O6

(
O

1

O
2

O
6

O
3

O
4

O
5

)
. (3.2)

It is clear that the manifest tetrahedral symmetry of the 6j symbol is broken by choices of which

integrals to perform first. In calculating the 6j symbol, we will be forced to make such choices, and

as a result, our answer will not be manifestly symmetric under S
4

; the presence of this symmetry,

nevertheless, constitutes a strong check of our calculation.

Continuing with (3.1), we see that the integrals over x
5

and x
6

are simple to evaluate, each

producing a conformal partial wave, and we recognize the 6j symbol to be the overlap of two

partial waves, as previously shown in Fig. 1 ,

(
O

1

O
2

O
6

O
3

O
4

O
5

)
=

⇣
 

e
�1,e�2,e�3,e�4

e
�,J

, �3,�2,�1,�4

�

0,J 0

⌘

=

Z
ddx

1

· · · ddx
4

vol(SO(d+ 1, 1))
 

e
�1,e�2,e�3,e�4

e
�,J

(x
1

, x
2

, x
3

, x
4

) �3,�2,�1,�4

�

0,J 0 (x
3

, x
2

, x
1

, x
4

) ,

(3.3)

where we have changed notation from Fig. 1, (�
5

, J
5

) ! (�, J) and (�
6

, J
6

) ! (�0, J 0), to

reflect the distinction now present between external operators and internal operators. We have

also dropped the spin indices for the external operators. We will refer to the first factor in (3.3)

as an “s-channel” partial wave (12 ! 34), and the second factor as a “t-channel” partial wave

(14 ! 23). Instead of the somewhat cumbersome multi-line {· · · } notation, we will often use the

following notation for the integral in (3.3) in what follows:

Jd(�, J ;�0, J 0|�
1

,�
2

,�
3

,�
4

) =
⇣
 

e
�1,e�2,e�3,e�4

e
�,J

, �3,�2,�1,�4

�

0,J 0

⌘
. (3.4)

Our task is to evaluate the integral in (3.3). In fact, (3.3) is a special case of the more general

quantity,

I
�,J =

⇣
 

e
�1,e�2,e�3,e�4

e
�,J

, hO
1

O
2

O
3

O
4

i
⌘

=

Z
ddx

1

· · · ddx
4

vol(SO(d+ 1, 1))
 

e
�1,e�2,e�3,e�4

e
�,J

(x
1

, x
2

, x
3

, x
4

)hO
1

(x
1

)O
2

(x
2

)O
3

(x
3

)O
4

(x
4

)i . (3.5)

To get (3.3), we specialize to the case where the four-point function is a single t-channel conformal

22

hn = 2n+ 1 (0.11)

m

2
n = hn(hn � 1) (0.12)

x =
⌧12⌧34

⌧13⌧24
(0.13)

�i (0.14)

h (0.15)

Sbulk =

Z
d

2
x

p
g


1

2
(@�n)

2 +
1

2
m

2
n�

2
n +

1p
N

�nmk �n�m�k + . . .

�
. (0.16)

Z

C

dh

2⇡i
⇢(h) ch1h2h ch3h4h Fh

hi
(⌧i) (0.17)

ni � 1 (0.18)

a

1
n, . . . , a

8
n (0.19)

hana†ma†ki (0.20)

m

2
n ⇠ n (0.21)

On ⇠ �i@
1+2n
⌧ �i (0.22)

hO�1,J1(x1)O�2,J2(x2)O�3,J3(x3)i (0.23)

 �1,...,�4
�,J (x1, . . . , x4) (0.24)

 �i
�,J(xi) =

Z
d

d
x5 hO�1

(x1)O�2
(x2)O�,J(x5)

µ1···µJ iah eO�,J ;µ1···µJ
(x5)O�3

(x3)O�4
(x4)i .

3

, =



We compute the 6j symbol in dimensions 1,2,4,  
for external scalars. I will describe the computation later.             

Summary:  
The 6j symbol is a group-theoretic quantity.  

It is clearly important to know it.  
It appears in the bootstrap as the crossing kernel.



In fact, the conformal 6j symbol also appears 
in an entirely different, and dynamical context. 



Consider summing the following Feynman diagrams, 
in a CFT. 

These appear as the planar diagram contribution 
of the three-point function of bilinears in SYK. 

The melons are not important here. What is important is 
that we are gluing three 3-point functions. 
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In the notation from before, with each vertex 
denoting a three-point function, 
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The functional form of a three-point function is fixed by 
conformal symmetry. We can extract the coefficient by 
contracting with a (bare) three-point function of 
shadow operators, 
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The overlap of two partial waves - a group theoretic 
quantity-  and the planar Feynman diagrams in an 
SYK correlation function - a dynamical quantity- are 
just two different ways of splitting a tetrahedron
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There is a third context in which the 6j symbol 
appears: loop diagrams in AdS.  

AdS

Figure 7: The AdS three-point triangle, A1�loop

123

. Orange points denote AdS integration.

We sometimes use ⌫ as a subscript, with the understanding that it is related to� by (4.10), in order

to make the shadow transformation more obvious. We normalize the bulk-boundary propagators

as
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With this choice of normalization of the bulk-to-boundary propagator, the two-point function of

the dual operator is normalized as

hO(x
1

)O(x
2

)i = C
�

x2�

12

. (4.13)

The analogous normalization constant for a spinning operator is C
�,J = C

�

�
��1+J
��1

�
. In all that

follows, we set the bulk cubic couplings to one.

4.2.1. Three-point triangle

We start with the one-loop, three-point triangle diagram in AdS. For simplicity, we take all

operators to be scalars; the generalization to external spins will follow trivially. The external legs

are labeled O
1,2,3, and the internal legs are O

4,5,6, with corresponding conformal dimensions, as in

Fig. 7. The diagram is computed as

A1�loop

123
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Z
dy

1

dy
2

dy
3

K⌫1(x1

, y
1

)K⌫2(x2

, y
2

)K⌫3(x3

, y
3

)G⌫4(y1, y2)G⌫5(y2, y3)G⌫6(y3, y1) ,

(4.14)

37

The preamplitude for 
the triangle diagram is 
a 6j symbol



There is a third context in which the 6j symbol 
appears: loop diagrams in AdS.  

AdS

Figure 7: The AdS three-point triangle, A1�loop

123

. Orange points denote AdS integration.

We sometimes use ⌫ as a subscript, with the understanding that it is related to� by (4.10), in order

to make the shadow transformation more obvious. We normalize the bulk-boundary propagators

as

K
�

(x
1

, y) = C
�

✓
z

z2 + (~x� ~x
1

)2

◆
�

, (4.11)

where

C
�

=
�(�)

2⇡d/2�(�+ 1� d/2)
. (4.12)

With this choice of normalization of the bulk-to-boundary propagator, the two-point function of

the dual operator is normalized as

hO(x
1

)O(x
2

)i = C
�

x2�

12

. (4.13)

The analogous normalization constant for a spinning operator is C
�,J = C

�

�
��1+J
��1

�
. In all that

follows, we set the bulk cubic couplings to one.

4.2.1. Three-point triangle

We start with the one-loop, three-point triangle diagram in AdS. For simplicity, we take all

operators to be scalars; the generalization to external spins will follow trivially. The external legs

are labeled O
1,2,3, and the internal legs are O

4,5,6, with corresponding conformal dimensions, as in

Fig. 7. The diagram is computed as

A1�loop

123

(xi) =

Z
dy

1

dy
2

dy
3

K⌫1(x1

, y
1

)K⌫2(x2

, y
2

)K⌫3(x3

, y
3

)G⌫4(y1, y2)G⌫5(y2, y3)G⌫6(y3, y1) ,

(4.14)

37

The preamplitude for 
the triangle diagram is 
a 6j symbol



Outline

1. SYK and SYK-like models, and all point correlation 
functions. 

2. Computation of 6j symbols 

3. AdS triangle diagram. 
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We can compute all large N correlation functions in SYK by 
summing all Feynman diagrams. 

(the lines on the higher-point functions are 
really dressed propagators)

2-pt: Melons -> Conformal in IR

4-pt: Ladders: geometric sum

6-pt: glue three 4-pt functions

8-pt: glue 4-pt functions

Sachdev & Ye

Kitaev; Polchisnki+ V.R.; Maldacena & Stanford

Gross & V.R.

Gross & V.R.

+ cross-channels 
- no exchanged melons 
+ 4-pt contact
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Higher Dimensions

Bosonic d-dimensional model would give same 
diagrams, but has negative directions. It is only 
formally defined. 

One can construct a well-defined two-dimensional 
supersymmetric SYK model. 

Perhaps a bosonic higher dimensional model will be 
found 

theory, of N scalars �i, with Lagrangian

L =
1

2
(@�i)

2 +
1

q!
Ji1i2···iq�i1�i2 · · ·�iq . (2.3)

It is clear that this theory will, at large N , be dominated by the same Feynman diagrams as

those appearing in SYK. Assuming an infrared fixed point, the correlation functions would then

be found from a straightforward generalization, to d dimensions, of the SYK calculations. At the

same time, it is clear that this d-dimensional bosonic theory is not well-defined: the couplings

are random, so generically the potential will have negative directions.4 This will manifest itself

in some unphysical properties of the four-point function; however, as far as the diagrammatics

are concerned, these will be irrelevant. Another di↵erence with SYK is that a free scalar field �

in d > 2 is not dimensionless. As a result, in d > 2, one must take q  2d
d�2

, in order for the

interaction term to be marginal or relevant (equivalently, if one were to take q larger than this and

take an ansatz of an infrared fixed point, one would find � to have a dimension below the unitarity

bound).5

Assuming an infrared fixed point, and performing the standard SYK analysis of dropping

the kinetic term in the Schwinger-Dyson equation, 6 the large N two-point function for the d-

dimensional SYK model, in the infrared, is 7

G(x) = b
1

|x|2��
, �� =

d

q
, J

2bq = � 1

⇡d

�(��)�(d���)

�(d
2

���)�(�� � d
2

)
. (2.4)

In the rest of this section we will compute the correlation functions in the d-dimensional SYK

model, assuming the above infrared fixed point. Equivalently, one can regard our calculation as

simply taking the Feynman diagrams that appear in the standard one-dimensional SYK model,

and evaluating them in d dimensions, using the above conformal propagator.

2.1. Four-point function in 1d SYK

We start with the four-point function of the fundamentals �i. First, recall that in SYK, the

fermion four-point function is a sum of conformal blocks of the fermion bilinear O(N) singlets,

4Bosonic tensor models in d dimensions su↵er from similar problems [8]. See [34–37] for some earlier studies of
tensor models.

5One could try to let q take any value, by modifying the kinetic term to be bilocal rather than local, as was done
for the SYK model in [38]. However with bosons, unlike with fermions, one will then encounter UV divergences.

6As noted in [7], this may not be legitimate.
7The conventions in one dimension are that � has dimension �, and the dimension of other operators is denoted

by h. In d dimensions, we will use �� to denote the dimension of �, and a general operator will have dimension �
and spin J .

7

Murugan, Stanford, Witten

Giombi, Klebanov, Popov, Prakash, Tarnopolsky
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d�2

, in order for the

interaction term to be marginal or relevant (equivalently, if one were to take q larger than this and

take an ansatz of an infrared fixed point, one would find � to have a dimension below the unitarity

bound).5

Assuming an infrared fixed point, and performing the standard SYK analysis of dropping
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In the rest of this section we will compute the correlation functions in the d-dimensional SYK

model, assuming the above infrared fixed point. Equivalently, one can regard our calculation as

simply taking the Feynman diagrams that appear in the standard one-dimensional SYK model,

and evaluating them in d dimensions, using the above conformal propagator.

2.1. Four-point function in 1d SYK

We start with the four-point function of the fundamentals �i. First, recall that in SYK, the

fermion four-point function is a sum of conformal blocks of the fermion bilinear O(N) singlets,

4Bosonic tensor models in d dimensions su↵er from similar problems [8]. See [34–37] for some earlier studies of
tensor models.

5One could try to let q take any value, by modifying the kinetic term to be bilocal rather than local, as was done
for the SYK model in [38]. However with bosons, unlike with fermions, one will then encounter UV divergences.

6As noted in [7], this may not be legitimate.
7The conventions in one dimension are that � has dimension �, and the dimension of other operators is denoted

by h. In d dimensions, we will use �� to denote the dimension of �, and a general operator will have dimension �
and spin J .
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Higher Dimensions

Bosonic d-dimensional model would give same 
diagrams, but has negative directions. It is only 
formally defined. 

One can construct a well-defined two-dimensional 
supersymmetric SYK model. 

Perhaps a bosonic higher dimensional model will be 
found 
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Fishnet theory

Talks by Basso, Gromov, Kazakov

A generalization of SYK diagrams. Can have n parallel 
lines, corresponding to a two-point function of, 
schematically, tr(𝜙n)



SYK 6-pt function of fundamentals  
(3-pt of bilinears)

The first diagram is what we call the contact 
diagram, and the second is planar. 



Let us look at the planar diagram. As we said 
before, it corresponds to three 3-pt functions glued 
together. 

=

The contribution of the planar diagrams is given by gluing together three partially amputated

three-point functions [52], as depicted in Fig. 2(a),

hO
�1,J1(x1

)O
�2,J2(x2

)O
�3,J3(x3

)i
2

=

Z
ddxad

dxbd
dxchO�1,J1(x1

)�(xa)�(xb)iamp

hO
�2,J2(x2

)�(xc)�(xa)iamp

hO
�3,J3(x3

)�(xb)�(xc)iamp

, (2.43)

where the partially amputated three-point function involves stripping of the propagator on the last

leg. Since the inverse of the propagator is proportional to the two-point function of the shadow of

�, we have that

hO
�1,J1(x1

)�(xa)�(xb)iamp

= J

2bq�1

Z
ddx

0

hO
�1,J1(x1

)�(xa)�(x0

)i
phys

he�(x
0

)e�(xb)i

= c
�1,J1 J

2bq S
��,[�1,J1]
��

hO
�1,J1(x1

)�(xa)e�(xb)i , (2.44)

where in getting from the first line to the second we made use of (2.22), and recall that bq is the

normalization of the two-point function in Eq. (2.4), and S
��,[�,J ]
��

was given in Eq. 2.25. Thus,

our three-point function is

hO
�1,J1(x1

)O
�2,J2(x2

)O
�3,J3(x3

)i
2

=

 
3Y

i=1

c
�i,JiJ

2bq S
��,[�i,Ji]
��

!
I(2)
�i,Ji

(xi) , (2.45)

where

I(2)
�i,Ji

(xi) =

Z
ddxad

dxbd
dxchO�1,J1(x1

)�(xa)e�(xb)ihO�2,J2(x2

)�(xc)e�(xa)ihO�3,J3(x3

)�(xb)e�(xc)i .
(2.46)

This is a straight-forward, yet formidable, integral. In one dimension, it was evaluated explicitly

in [6]. Here, we need only one additional step to notice that it is in fact a 6j symbol (see e.g. [1]).

We note that, by conformal invariance, the functional form of the result is fixed,

I(2)
�i,Ji

(xi) =
X

a

I(2)

�i,Ji,a
hO

�1,J1(x1

)O
�2,J2(x2

)O
�3,J3(x3

)ia , (2.47)

where the index a runs over possible three-point structures in a three-point function of operators

with spins J
1

, J
2

, J
3

.17 To get the coe�cient we are after, we contract both sides with a shadow

17These structures were classified in [56].
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three-point structure,
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0

)ab I(2)
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where the constant t
0

is simply a three-point pairing,
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(e)O
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(1)iah eO
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(0) eO
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(e) eO
3

(1)ib . (2.49)

For the case that two of the three operators are scalars, t
0

was given previously in (2.38). Using

(2.46), we can therefore write,

I(2)

�i,Ji;a
= (t�1

0

)ab

Z
ddx

1

ddx
2

ddx
3

ddxaddxbddxc

vol(SO(d+ 1, 1))
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�1,J1(x1
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hO
�3,J3(x3
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) eO
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) eO
�3,J3(x3

)ib . (2.50)

We now have an integral of four three-point structures, glued into a “tetrahedron” graph. Specifi-

cally, each pair of three-point structures shares exactly one coordinate. This is a particular example

of a 6j symbol for the conformal group SO(d+ 1, 1).

The 6j symbol can also be thought of as an overlap between conformal partial waves as follows.

For simplicity, consider the case J
1

= J
2

= 0. There is then a unique three-point structure for

I(2)
�i,Ji

, and we can drop the structure label a. Performing the integrals over xa and x
3

in (2.50),

we obtain,

I(2)

�i,Ji
=

1

t
0

Z
ddx

1

ddx
2

ddxbddxc

vol(SO(d+ 1, 1))
 

e
�2,e�1,��,e��

e
�3,J3

(x
2

, x
1

, xb, xc) 
e
��,�1,�2,��

��,0
(xb, x1

, x
2

, xc) . (2.51)

To go further, we must actually compute some 6j symbols, which we will do in Sec. 3. There

we will denote a 6j symbol as Jd(�, J ;�0, J 0|�
1

,�
2

,�
3

,�
4

) (see Eqs. (3.3) and (3.4)). In that

notation,

I(2)

�i,Ji
=

1

t
0

Jd(�3

, J
3

;��, 0|�2

,�
1

, e��,��) . (2.52)

2.3. All-point correlation functions

The three-point function of bilinears provides the basic building block for constructing higher-

point correlation functions. In particular, the Feynman diagrams contributing to a four-point

function of bilinears consist of ladder diagrams glued together, as in Fig. 4, summed over the three

channels, with the diagram with no exchanged melons subtracted, and a contact diagram added.
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We extract the coefficient by contracting with the functional 
form of a shadow three-point function. 

A 6j symbol, as advertised earlier
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One can derive a simple formula for the diagrams 
appearing in the higher point functions. 

Conformal Block3-pt function
bilinears

4-pt function
fundamentals

(sum of ladders) 

In 1d, h is dimension
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• h-space is to the conformal group, SL(2,R), what 
Fourier space is to translations
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duality, under tools for CFT.

references for SYK
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• These are simple rules for summing an infinite number of 
diagrams. It doesn’t matter that the four-point function is 
made up of ladders. These apply to any four-point 
functions.  

• This is not just an OPE expansion. The                are the 
analytically extended OPE coefficients of the single-trace 
operators. The four-point function is a sum of conformal 
blocks of single-trace operators and double-trace 
operators. This emerges upon closing the contour.

J

2
ijkl

= 3!
J

2

N

3 (19.9)

Z

C

dh

2⇡i
⇢(h)Fh

�(x) (19.10)

Z
dp

2⇡
f(p) eipx (19.11)

⇢(h) ⇠ k(h)

1� k(h)
(19.12)

O ⇠ �

i

@

1+2n
⌧

�

i

(19.13)

c

h1h2h3
(19.14)

19

J

2
ijkl

= 3!
J

2

N

3 (19.9)

Z

C

dh

2⇡i
⇢(h)Fh

�(⌧i) (19.10)

Z
dp

2⇡
f(p) eipx (19.11)

⇢(h) ⇠ k(h)

1� k(h)
(19.12)

O ⇠ �

i

@

1+2n
⌧

�

i

(19.13)

c

h1h2h3
(19.14)

Z

C

dh

2⇡i
e⇢(h) c

h1h2h
c

h3h4h
Fh

hi
(⌧

i

) (19.15)

19



• These are simple rules for summing an infinite number of 
diagrams. It doesn’t matter that the four-point function is 
made up of ladders. These apply to any four-point 
functions.  

• This is not just an OPE expansion. The                are the 
analytically extended OPE coefficients of the single-trace 
operators. The four-point function is a sum of conformal 
blocks of single-trace operators and double-trace 
operators. This emerges upon closing the contour.

J

2
ijkl

= 3!
J

2

N

3 (19.9)

Z

C

dh

2⇡i
⇢(h)Fh

�(x) (19.10)

Z
dp

2⇡
f(p) eipx (19.11)

⇢(h) ⇠ k(h)

1� k(h)
(19.12)

O ⇠ �

i

@

1+2n
⌧

�

i

(19.13)

c

h1h2h3
(19.14)

19

J

2
ijkl

= 3!
J

2

N

3 (19.9)

Z

C

dh

2⇡i
⇢(h)Fh

�(⌧i) (19.10)

Z
dp

2⇡
f(p) eipx (19.11)

⇢(h) ⇠ k(h)

1� k(h)
(19.12)

O ⇠ �

i

@

1+2n
⌧

�

i

(19.13)

c

h1h2h3
(19.14)

Z

C

dh

2⇡i
e⇢(h) c

h1h2h
c

h3h4h
Fh

hi
(⌧

i

) (19.15)

19



Computing the 6j Symbol

This object is manifestly symmetric under the symmetric group S
4

: permutations of the vertices

of the tetrahedron. It is trivial to evaluate six of the integrals appearing in (3.2) to relate it to

(3.1), as these are simply the shadow transforms discussed in Appendix D, and the integrals give

the shadow factors derived there. In particular, performing the integrals over xi0 relates our two

definitions,

"
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O
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O
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O
3

O
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O
5

#
= SO2O5

O1
S

eO1O5
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SO1O4
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(
O

1

O
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O
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O
3

O
4

O
5

)
. (3.2)

It is clear that the manifest tetrahedral symmetry of the 6j symbol is broken by choices of which

integrals to perform first. In calculating the 6j symbol, we will be forced to make such choices, and

as a result, our answer will not be manifestly symmetric under S
4

; the presence of this symmetry,

nevertheless, constitutes a strong check of our calculation.

Continuing with (3.1), we see that the integrals over x
5

and x
6

are simple to evaluate, each

producing a conformal partial wave, and we recognize the 6j symbol to be the overlap of two

partial waves, as previously shown in Fig. 1 ,
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where we have changed notation from Fig. 1, (�
5

, J
5

) ! (�, J) and (�
6

, J
6

) ! (�0, J 0), to

reflect the distinction now present between external operators and internal operators. We have

also dropped the spin indices for the external operators. We will refer to the first factor in (3.3)

as an “s-channel” partial wave (12 ! 34), and the second factor as a “t-channel” partial wave

(14 ! 23). Instead of the somewhat cumbersome multi-line {· · · } notation, we will often use the

following notation for the integral in (3.3) in what follows:
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Our task is to evaluate the integral in (3.3). In fact, (3.3) is a special case of the more general

quantity,
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To get (3.3), we specialize to the case where the four-point function is a single t-channel conformal

22

hn = 2n+ 1 (0.11)

m

2
n = hn(hn � 1) (0.12)

x =
⌧12⌧34

⌧13⌧24
(0.13)

�i (0.14)

h (0.15)

Sbulk =

Z
d

2
x

p
g


1

2
(@�n)

2 +
1

2
m

2
n�

2
n +

1p
N

�nmk �n�m�k + . . .

�
. (0.16)

Z

C

dh

2⇡i
⇢(h) ch1h2h ch3h4h Fh

hi
(⌧i) (0.17)

ni � 1 (0.18)

a

1
n, . . . , a

8
n (0.19)

hana†ma†ki (0.20)

m

2
n ⇠ n (0.21)

On ⇠ �i@
1+2n
⌧ �i (0.22)

hO�1,J1(x1)O�2,J2(x2)O�3,J3(x3)i (0.23)

 �1,...,�4
�,J (x1, . . . , x4) (0.24)

 �i
�,J(xi) =

Z
d

d
x5 hO�1

(x1)O�2
(x2)O�,J(x5)

µ1···µJ iah eO�,J ;µ1···µJ
(x5)O�3

(x3)O�4
(x4)i .

3

, =

Need to evaluate integral



The conformal partial wave is a sum of a conformal block and the 
shadow block 

In 1d, the conformal block is the hypergeometric function 2F1 of a 
single cross ratio. One can evaluate the integral for the 6j symbol 
directly, to find a 4F3

In higher dimensions, the integral is harder. One would like to 
somehow make the integral factorize, into a product of one-
dimensional integrals. It turn out one can do this, by an 
appropriate analytic continuation of the contour into Lorentzian 
signature. 
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and applying orthogonality of partial waves. The function I
�,J has poles at physical operator

locations with residues encoding the OPE coe�cients,
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Thus, the 6j symbol (3.4), divided by an appropriate normalization factor n
�,J , gives the coe�-

cients for the expansion of a t-channel partial wave in s-channel partial waves.20 For this reason,

6j symbols are sometimes referred to as “crossing kernels.”

Instead of integrating over Euclidean space, an appropriate contour deformation of (3.5) allows

one to write it in terms of an integral of the double-commutator h[O
4

,O
1

][O
2

,O
3

]i over a Lorentzian
region. The result is Caron-Huot’s Lorentzian inversion formula [23, 24]. It may be expressed, in

19The coe�cient function generally contains additional spurious poles that are cancelled by poles in the conformal
blocks when deforming the contour from the principal series. Also, to write the partial wave expansion (3.7), one
must first subtract o↵ “non-normalizable” contributions coming from the unit operator and scalars with dimensions
below d

2

, which we have suppressed above. See [24] for details on both of these subtleties.
20Note that it is not possible to express a t-channel conformal block in terms of s-channel blocks in a canonical

way because these two types of functions have di↵erent single-valuedness properties. In particular, the s-channel
blocks are single-valued in Euclidean space near z, z = 0, while t-channel blocks are not single-valued in this region.
Conformal partial waves, by contrast are single-valued in Euclidean space.

23

In fact, one can apply Caron-Huot’s Lorentzian inversion formula to 
our integral, which is a special case, with a four-point function that 
is a conformal partial wave. 

First, recall that one can expand any four-point function in terms of 
partial waves

Trivially, using the orthogonality of the partial waves, one can 
invert this

Using this set of principal series wave functions, the four point function can be written

hO1(x1) · · ·O4(x4)i =
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In the first line we introduced the coe�cient function I�,J , dividing by n�,J for convenience.

This function I�,J contains all of the theory-specific information in the four point func-

tion, and it will be the focus of this paper. In the second line we inserted (1.2) and then

absorbed the second term by extending the region of integration of the first term. The

non-normalizable contributions will be discussed in appendix B.2.

We can now understand how to recover the OPE presentation in (1.1): we deform the

contour of integration over � to the right, picking up poles along the real � axis at the

locations of physical operators. The residues are proportional to p�,J .

Often, we imagine using (1.1) and (1.4) to determine the four-point function in a case

where we know the OPE data or expansion coe�cient I�,J . However, for some applications,

it is useful to imagine applying the logic in reverse. Then we assume that the four-point

function (or some contribution to it) is given, and we want to evaluate the corresponding

OPE or coe�cient function I�,J . To do this we take the pairing of  with the four-point

function. Using (1.3) and (1.4), we find an inversion formula2

I�,J =
⇣
hO1 · · ·O4i, 

e�i

e�,J

⌘
=

Z
ddx1 · · · ddx4

vol(SO(d+1, 1))
hO1 · · ·O4i 

e�i

e�,J
(xi). (1.6)

In this formula, all four points are integrated over d-dimensional Euclidean space. By par-

tially gauge-fixing the SO(d+1, 1) symmetry, this can be reduced to an integral over cross

ratios.

We would like to emphasize that (1.6) is quite trivial, simply expressing the orthogo-

nality of the partial waves. Recently, a much more interesting formula for I�,J has been

presented by Caron-Huot [9]. This involves an integral over two Lorentzian regions, with an

integrand given by a special type of conformal block multiplied by a double commutator,

either h[O1, O3][O2, O4]i or h[O1, O4][O2, O3]i, depending on the region. This formula has

several advantages, such as the fact that it can be analytically continued in the spin J , and

that for real dimension and spin the integrand satisfies positivity conditions.

The purpose of this paper is to give an alternate derivation of Caron-Huot’s more in-

teresting formula. Our strategy is as follows. We start from the formula (1.6), and we

represent the  function using the shadow representation, as an integral over a fifth point.

The formula for I�,J is now a conformally-invariant integral over five points in Euclidean

2We use the notation that Oi is always at position xi unless otherwise specified.
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Thus, the 6j symbol (3.4), divided by an appropriate normalization factor n
�,J , gives the coe�-

cients for the expansion of a t-channel partial wave in s-channel partial waves.20 For this reason,

6j symbols are sometimes referred to as “crossing kernels.”

Instead of integrating over Euclidean space, an appropriate contour deformation of (3.5) allows

one to write it in terms of an integral of the double-commutator h[O
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]i over a Lorentzian
region. The result is Caron-Huot’s Lorentzian inversion formula [23, 24]. It may be expressed, in

19The coe�cient function generally contains additional spurious poles that are cancelled by poles in the conformal
blocks when deforming the contour from the principal series. Also, to write the partial wave expansion (3.7), one
must first subtract o↵ “non-normalizable” contributions coming from the unit operator and scalars with dimensions
below d
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, which we have suppressed above. See [24] for details on both of these subtleties.
20Note that it is not possible to express a t-channel conformal block in terms of s-channel blocks in a canonical

way because these two types of functions have di↵erent single-valuedness properties. In particular, the s-channel
blocks are single-valued in Euclidean space near z, z = 0, while t-channel blocks are not single-valued in this region.
Conformal partial waves, by contrast are single-valued in Euclidean space.
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either h[O1, O3][O2, O4]i or h[O1, O4][O2, O3]i, depending on the region. This formula has
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Thus, the 6j symbol (3.4), divided by an appropriate normalization factor n
�,J , gives the coe�-

cients for the expansion of a t-channel partial wave in s-channel partial waves.20 For this reason,

6j symbols are sometimes referred to as “crossing kernels.”

Instead of integrating over Euclidean space, an appropriate contour deformation of (3.5) allows

one to write it in terms of an integral of the double-commutator h[O
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]i over a Lorentzian
region. The result is Caron-Huot’s Lorentzian inversion formula [23, 24]. It may be expressed, in
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blocks are single-valued in Euclidean space near z, z = 0, while t-channel blocks are not single-valued in this region.
Conformal partial waves, by contrast are single-valued in Euclidean space.
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tion, and it will be the focus of this paper. In the second line we inserted (1.2) and then

absorbed the second term by extending the region of integration of the first term. The
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function (or some contribution to it) is given, and we want to evaluate the corresponding
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In this formula, all four points are integrated over d-dimensional Euclidean space. By par-

tially gauge-fixing the SO(d+1, 1) symmetry, this can be reduced to an integral over cross

ratios.

We would like to emphasize that (1.6) is quite trivial, simply expressing the orthogo-

nality of the partial waves. Recently, a much more interesting formula for I�,J has been

presented by Caron-Huot [9]. This involves an integral over two Lorentzian regions, with an

integrand given by a special type of conformal block multiplied by a double commutator,

either h[O1, O3][O2, O4]i or h[O1, O4][O2, O3]i, depending on the region. This formula has

several advantages, such as the fact that it can be analytically continued in the spin J , and

that for real dimension and spin the integrand satisfies positivity conditions.

The purpose of this paper is to give an alternate derivation of Caron-Huot’s more in-

teresting formula. Our strategy is as follows. We start from the formula (1.6), and we

represent the  function using the shadow representation, as an integral over a fifth point.

The formula for I�,J is now a conformally-invariant integral over five points in Euclidean
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Deforming the contour gives Caron Huot’s Lorentzian inversion 
formula  

d dimensions, as a double integral over cross-ratios,
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Here �ij ⌘ �i ��j.

While in d = 1 the Euclidean integral for the 6j symbol (3.3) is straightforward (see Ap-

pendix B), in higher dimensions that integral appears more challenging. However, in d = 2 and

d = 4, using the Lorentzian inversion formula (3.10) instead will cause the integral to factorize

into a product of one-dimensional integrals that can be explicitly performed. Carrying out this

calculation is the goal of the next two subsections.

3.1. Two dimensions

In this section we compute the 6j symbol in two dimensions for arbitrary spinning operators.21

This requires that we generalize the inversion formula to arbitrary external spins, which we do

first.22

It is convenient to use holomorphic and antiholomorphic coordinates. We define principal

series weights h = (1 + J + ir)/2 and h = (1 � J + ir)/2 with J 2 Z and r 2 R. In terms of the

weights, h+ h = 1+ ir = � is dimension and |h� h| = |J | is spin. The integral for the 6j symbol

is convergent when all weights lie on the principal series; for more general weights, we define it by

21 The two-dimensional 6j symbols have recently been discussed from a di↵erent, more mathematical viewpoint
in [57, 58].

22A general version of the Lorentzian inversion formula for arbitrary spinning operators in arbitrary spacetime
dimension was derived in [25]. The result here is a special case of the one in [25]. However, we include the discussion
here because the computation is very simple.
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Applying this we find the 6j symbols in 2d and 4d. It is expressed 
in terms of a product of two 4F3’s
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Here �ij ⌘ �i ��j.

While in d = 1 the Euclidean integral for the 6j symbol (3.3) is straightforward (see Ap-

pendix B), in higher dimensions that integral appears more challenging. However, in d = 2 and

d = 4, using the Lorentzian inversion formula (3.10) instead will cause the integral to factorize

into a product of one-dimensional integrals that can be explicitly performed. Carrying out this

calculation is the goal of the next two subsections.

3.1. Two dimensions

In this section we compute the 6j symbol in two dimensions for arbitrary spinning operators.21

This requires that we generalize the inversion formula to arbitrary external spins, which we do

first.22

It is convenient to use holomorphic and antiholomorphic coordinates. We define principal

series weights h = (1 + J + ir)/2 and h = (1 � J + ir)/2 with J 2 Z and r 2 R. In terms of the

weights, h+ h = 1+ ir = � is dimension and |h� h| = |J | is spin. The integral for the 6j symbol

is convergent when all weights lie on the principal series; for more general weights, we define it by

21 The two-dimensional 6j symbols have recently been discussed from a di↵erent, more mathematical viewpoint
in [57, 58].

22A general version of the Lorentzian inversion formula for arbitrary spinning operators in arbitrary spacetime
dimension was derived in [25]. The result here is a special case of the one in [25]. However, we include the discussion
here because the computation is very simple.
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Applying this we find the 6j symbols in 2d and 4d. It is expressed 
in terms of a product of two 4F3’s



over �,� 2 (�1, 0) because dDiscu of a t-channel block vanishes, as discussed in the previous

subsection. In four dimensions, the conformal block is given by [61, 62]

G�i
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where T�i was given in (3.11) and khi
2h(�) was given in (3.14). The four-dimensional partial wave

was given in terms of these blocks in Eq. (2.15). For convenience, we have defined the “spin

shadow” a�ne Weyl reflection [25],

eJ ⌘ �2� J. (3.38)

From here, it is straightforward to proceed as in two dimensions. One di↵erence is that in the four

dimensional case, both the s and t-channel partial waves contribute factors of 1/(���). However,

these factors cancel the |���|2 in the measure in (3.10), once again leading to a sum of factorized

one-dimensional integrals.

The final result for the 6j symbol is
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In the notation of (3.4), the ordering in (3.39) is J
4

(�, J ;�0, J 0|�
1

,�
2

,�
3

,�
4

).

This completes our evaluation of the 6j symbol. A simple check is that in the limit that one

of the operator dimensions goes to zero, the corresponding partial wave degenerates into a product

of two-point functions. For example, in four dimensions we have,
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where we have taken J = J 0 = 0. In this limit, the 6j symbol is given by relatively simple shadow
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This completes our evaluation of the 6j symbol. A simple check is that in the limit that one

of the operator dimensions goes to zero, the corresponding partial wave degenerates into a product
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where we have taken J = J 0 = 0. In this limit, the 6j symbol is given by relatively simple shadow
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the integral over x can generate such a singularity if x is near a light-like line between 2 and 4.

Similar statements apply to 1 and 3. However, generically x cannot be simultaneously light-like

from all four points 1, 2, 3, 4. Thus, dDiscu t vanishes. To obtain the vanishing of a t-channel

conformal block, we can project this statement onto its di↵erent eigenspaces under monodromy of

� in the t-channel.

In summary, we only need to include the integral over the region R
1

in (3.24), i.e. the integral

over �,� 2 [0, 1]. The final result for the 6j symbol is,
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The ⌦hi

h,h0,p integral can be computed in closed form using the Mellin-Barnes representation for the

hypergeometric functions in the variable �
1��

.24 Performing the integral over � gives a �-function,

which trivializes one of the Mellin-Barnes integrals. The remaining Mellin-Barnes integral gives
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The ordering of the parameters of the 6j symbol may be read o↵ from (3.18) and (3.29). In the

notation of (3.4), the ordering in (3.34) is J
2

(�, J ;�0, J 0|�
1

,�
2

,�
3

,�
4

).

3.2. Four dimensions

The four dimensional calculation is very similar to the one in two dimensions. For simplicity,

we only consider scalar external operators. We use (3.10) with d = 4. We can exclude the integral

24A similar integral was recently computed in [60].
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The ordering of the parameters of the 6j symbol may be read o↵ from (3.18) and (3.29). In the
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3.2. Four dimensions

The four dimensional calculation is very similar to the one in two dimensions. For simplicity,

we only consider scalar external operators. We use (3.10) with d = 4. We can exclude the integral

24A similar integral was recently computed in [60].
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In our current case, the external dimensions �i are equal to ��. Notice that in d = 1, for J = 0,

we recover the previous result in Eq. 2.12,
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We now insert (2.15) into (2.14) and change variables � ! e� for the second term,
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Using symmetries of the partial wave, one can show ⇢(�, J) = ⇢(e�, J). Thus, we may combine

the two terms above,
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This expression should be compared with the one-dimensional equivalent, Eq. 2.13. Closing the

contour to the right, where the conformal block G
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�,J is exponentially damped, we get a sum of

conformal blocks,
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These coe�cients are what appear in a physical three-point function,
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subsection. In four dimensions, the conformal block is given by [61, 62]

G�i
�,J(xi) = T�i

✓
��

�� �
k

�i
2

�+J(�)k
�i
2

�+

eJ
(�) + (J $ eJ)

◆
, (3.37)

where T�i was given in (3.11) and khi
2h(�) was given in (3.14). The four-dimensional partial wave

was given in terms of these blocks in Eq. (2.15). For convenience, we have defined the “spin

shadow” a�ne Weyl reflection [25],

eJ ⌘ �2� J. (3.38)

From here, it is straightforward to proceed as in two dimensions. One di↵erence is that in the four

dimensional case, both the s and t-channel partial waves contribute factors of 1/(���). However,

these factors cancel the |���|2 in the measure in (3.10), once again leading to a sum of factorized

one-dimensional integrals.
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This completes our evaluation of the 6j symbol. A simple check is that in the limit that one

of the operator dimensions goes to zero, the corresponding partial wave degenerates into a product

of two-point functions. For example, in four dimensions we have,
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where we have taken J = J 0 = 0. In this limit, the 6j symbol is given by relatively simple shadow
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d dimensions, as a double integral over cross-ratios,

I
�,J = ↵

�,J

"
(�1)J

Z
1

0

Z
1

0

d�d�

(��)d
|�� �|d�2G

e
�i
J+d�1,��d+1

(�,�)
h[O

3

,O
2

][O
1

,O
4

]i
T�i

(3.10)

+

Z
0

�1

Z
0

�1

d�d�

(��)d
|�� �|d�2 bGe

�i
J+d�1,��d+1

(�,�)
h[O

4

,O
2

][O
1

,O
3

]i
T�i

#
,

where

T�i =
1

|x
12

|�1+�2

1

|x
34

|�3+�4

✓ |x
24

|
|x

14

|
◆

�12
✓ |x

14

|
|x

13

|
◆

�34

, (3.11)

and

↵
�,J = �t

0

2
(2⇡)d�2

�(J + 1)

�(J + d
2

)

�(�� d
2

)

�(�� 1)

�(�12+J+�

2

)�(�21+J+�

2

)�(�34+J+e
�

2

)�(�43+J+e
�

2

)

�(J +�)�(J + d��)
. (3.12)

Here �ij ⌘ �i ��j.

While in d = 1 the Euclidean integral for the 6j symbol (3.3) is straightforward (see Ap-

pendix B), in higher dimensions that integral appears more challenging. However, in d = 2 and

d = 4, using the Lorentzian inversion formula (3.10) instead will cause the integral to factorize

into a product of one-dimensional integrals that can be explicitly performed. Carrying out this

calculation is the goal of the next two subsections.

3.1. Two dimensions

In this section we compute the 6j symbol in two dimensions for arbitrary spinning operators.21

This requires that we generalize the inversion formula to arbitrary external spins, which we do

first.22

It is convenient to use holomorphic and antiholomorphic coordinates. We define principal

series weights h = (1 + J + ir)/2 and h = (1 � J + ir)/2 with J 2 Z and r 2 R. In terms of the

weights, h+ h = 1+ ir = � is dimension and |h� h| = |J | is spin. The integral for the 6j symbol

is convergent when all weights lie on the principal series; for more general weights, we define it by

21 The two-dimensional 6j symbols have recently been discussed from a di↵erent, more mathematical viewpoint
in [57, 58].

22A general version of the Lorentzian inversion formula for arbitrary spinning operators in arbitrary spacetime
dimension was derived in [25]. The result here is a special case of the one in [25]. However, we include the discussion
here because the computation is very simple.
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Figure 6: The 6j symbol, represented as a tetrahedron.

singularities. Analogous poles exist for spinning operators, at twists ⌧
1

+ ⌧
2

+2n, dressed by labels

for the appropriate spinning structure and Lorentz representations.

3. 6j symbols

In this section we compute 6j symbols for principal series representations of SO(d+1, 1) in two

and four dimensions. We define the 6j symbol for these representations as a conformally-invariant

integral of a product of four conformal three-point structures,
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where Oi denotes an operator with dimension �i 2 d
2

+ iR, spin Ji, and position xi. The shadow

of an operator, eOi, has dimension e�i = d � �i. In total, the 6j symbol depends on the six

representations O
1

, . . . ,O
6

, together with four indices a, b, c, d that label conformally-invariant

three-point structures. For most of this section, we consider the case where there is a unique

three-point structure for the given representations, so we can drop the structure labels.

It is useful to represent the 6j symbol graphically as a tetrahedron, shown in Fig. 6. Each of

the six edges represent positions which are integrated over. Each of the four vertices is a three-

point structure. Notice that every one of the six operators appears once, and every one of the

shadow operators appears once. Our notation for the 6j symbol is such that the columns of (3.1)

and (3.2) contain edges that do not meet at a vertex. For example, O
1

and O
3

are not both present

in any of the four three-point structures.

In defining the 6j symbol (3.1), we made an arbitrary choice of which of the four three-point

structures contains the operator versus its shadow. A related object which does not require these

choices is

"
O

1

O
2

O
6

O
3

O
4

O
5

#
=

Z
ddx

1

· · ·ddx
6

ddx
1

0 · · ·ddx
6

0

vol(SO(d+ 1, 1))

6Y

i=1

h eOi
eOi0ihO1

0O
2

0O
5

0ihO
5

O
3

0O
4

0ihO
3

O
2

O
6

ihO
6

0O
1

O
4

i .

21



Triangle Loop in AdS

Figure 7: The AdS three-point triangle, A1�loop

123

. Orange points denote AdS integration.

We sometimes use ⌫ as a subscript, with the understanding that it is related to� by (4.10), in order

to make the shadow transformation more obvious. We normalize the bulk-boundary propagators
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With this choice of normalization of the bulk-to-boundary propagator, the two-point function of

the dual operator is normalized as
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The analogous normalization constant for a spinning operator is C
�,J = C

�

�
��1+J
��1

�
. In all that

follows, we set the bulk cubic couplings to one.

4.2.1. Three-point triangle

We start with the one-loop, three-point triangle diagram in AdS. For simplicity, we take all

operators to be scalars; the generalization to external spins will follow trivially. The external legs

are labeled O
1,2,3, and the internal legs are O

4,5,6, with corresponding conformal dimensions, as in

Fig. 7. The diagram is computed as
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Figure 8: The AdS harmonic three-point triangle, A1�loop

123

, after using the split representation on
internal lines. Boundary vertices arising from the split representation are also integrated over.
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Let’s first study the simpler object — call it A1�loop

123

—where the propagators G⌫ ’s are replaced

by harmonic functions ⌦⌫ :
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As we will recall in a moment, A1�loop

123

is simply a triple spectral integral over A1�loop

123

.31 Again,

by conformal symmetry,
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for some C1�loop

123

. To evaluate this, we use the split representation for the ⌦⌫i ’s,

⌦⌫(y1, y2) =
⌫2

⇡

Z
dxK⌫(x1

, y
1

)K�⌫(x1

, y
2

) , (4.18)

to write A1�loop

123

as three three-point functions stitched together along the boundary, as in Fig. 8:

31For this reason, A1�loop

123

was referred to as a pre-amplitude in [70]. We point out that pre-amplitudes correspond
to physical quantities: namely, they may be seen as linear combinations of amplitudes (i.e. CFT correlators) in
which one employs either standard or alternative quantization for the fields propagating in the internal lines. This
is a loop-level version of the interpretation of the conformal partial wave, represented in AdS as an exchange
diagram with a harmonic function, as a di↵erence of four-point functions in two CFTs related by a double-trace
RG flow [71,30].

38

contribute only to J 0  2.28 So for such theories, the 6j term in (4.2) gives the complete answer

for J > 2. Such CFTs typically have a finite number of light single-trace operators (“sparseness”),

so (4.2) is a finite sum.

To summarize, 6j symbols determine the full OPE content of AdS tree-level exchange diagrams

W
�

0,J 0 for all J > J 0: all double-trace data for [��]n,J>J 0 are sums of residues of the 6j symbol, in

the manner described in Sec. 3.3. (The J  J 0 corrections as determined from crossing symmetry

may be found in [29].) This is a concrete situation where dDisc[A] is simpler than A, but can

nevertheless be used to construct (almost) the full amplitude.29 The preceding discussion applies

without modification to the case of distinct external operators.

4.2. One-loop

We now compute one-loop diagrams in AdS – specifically, n-gons, which have n external legs

of arbitrary spin, connected by cubic vertices to an internal loop made of scalars, and show that

they can be written as glued 6j symbols. The procedure used to prove this is simple:

1) Write all internal propagators in the split representation.

2) Do the AdS three-point integrals.

From our expressions, it will be apparent that structure of the one-loop n-gon AdS diagram

is the same as that of the SYK bilinear n-point planar diagrams with no exchanged melons.

Let us first set up our notations.30 We work in Poincaré AdS, with bulk coordinates y = (z, ~x),

where the radial coordinate is z. We use shorthand

dy ⌘ dd+1y
p

g(y) , dx ⌘ ddx . (4.8)

We write scalar bulk-boundary propagators as K
�

(x
1

, y), bulk-bulk propagators as G
�

(y
1

, y
2

), and

harmonic functions as ⌦
�

(y
1

, y
2

). The latter may be defined by

⌦⌫(y1, y2) =
i⌫

2⇡
(G⌫(y1, y2)�G�⌫(y1, y2)) , (4.9)

where we have introduced the spectral parameter ⌫,

� =
d

2
+ i⌫ . (4.10)

28Of these, the last two are expected to be suppressed by powers of �
gap

predicted by dimensional analysis,
based on studies of higher-derivative contributions to cubic vertices and e↵ective field theory reasoning [23,65–67].
However, this has not been proven.

29One may construct the amplitude using a dispersion relation of the form A(z, z) =R
dz

0
dz

0
K(z, z; z0, z0)dDisc[A(z0, z0)] for some kernel K(z, z; z0, z0), which can be determined by plugging the

inversion formula back into the original expression for the four-point function [68].
30Various identities used below may be found in many works, e.g. [10, 69]. We use the conventions of [30].
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Finally, do the three bulk integrals. This leaves an integral 
involving three CFT 3-point functions. 
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they can be written as glued 6j symbols. The procedure used to prove this is simple:

1) Write all internal propagators in the split representation.

2) Do the AdS three-point integrals.

From our expressions, it will be apparent that structure of the one-loop n-gon AdS diagram

is the same as that of the SYK bilinear n-point planar diagrams with no exchanged melons.
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dy ⌘ dd+1y
p

g(y) , dx ⌘ ddx . (4.8)

We write scalar bulk-boundary propagators as K
�

(x
1

, y), bulk-bulk propagators as G
�

(y
1

, y
2

), and

harmonic functions as ⌦
�

(y
1

, y
2

). The latter may be defined by

⌦⌫(y1, y2) =
i⌫

2⇡
(G⌫(y1, y2)�G�⌫(y1, y2)) , (4.9)

where we have introduced the spectral parameter ⌫,
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28Of these, the last two are expected to be suppressed by powers of �
gap

predicted by dimensional analysis,
based on studies of higher-derivative contributions to cubic vertices and e↵ective field theory reasoning [23,65–67].
However, this has not been proven.

29One may construct the amplitude using a dispersion relation of the form A(z, z) =R
dz

0
dz

0
K(z, z; z0, z0)dDisc[A(z0, z0)] for some kernel K(z, z; z0, z0), which can be determined by plugging the

inversion formula back into the original expression for the four-point function [68].
30Various identities used below may be found in many works, e.g. [10, 69]. We use the conventions of [30].
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Finally, do the three bulk integrals. This leaves an integral 
involving three CFT 3-point functions. 



Summary

• We gave three contexts in which the conformal 6j 
symbol appears: the crossing kernel, Feynman 
diagrams in SYK, and a Witten loop diagram in AdS 

• We computed the 6j symbol in d=1, 2, 4 

• We gave a simple formula for all-point correlation 
functions in SYK, by summing all Feynman 
diagrams.


