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Stellar spectroscopy

Image credit: Christlieb/ESO

Stellar parameters
Teff, log(g), [Fe/H], [X/Fe], …

Physical assumptions 
1D+MLT, LTE, opacities, ...

Radiative 
transfer



Stellar atmospheres

ℱconv ∝ αMLT (∇T − ∇ad)

αMLT =
l

Hp
∇T =

d ln T
d ln P

l

ℱtot = ℱrad + ℱconv

Image credit: Nedtheprotist/Wikipedia

ℱrad = ∫ F(λ) d λ



MLT from spectroscopy: α ~ 0.5
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MLT from stellar evolution: α ~ 2
The value of α affects strongly the effective temperature 
of stars with convective envelopes  

The’canonical’ calibration is 
based on reproducing the 
solar radius with a theoretical 
solar models (Gough & Weiss 
1976) 

We should always keep in 
mind that there is a priori no 
reason why α should stay 
constant within a stellar 
envelope, and when 
considering stars of different 
masses and/or at different 
evolutionary stages 
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Code Solar Z/X α
STARS     0.0262 2.09
STARS     0.0195 2.025

V-R 0.0181 2.007
Dartmouth 0.0266 1.938

BASTI     0.0280 1.913
MESA      0.0261 1.877
MESA      0.0207 1.783

Y2       0.0253 1.743
PARSEC    0.0252 1.740
Padova    0.0235 1.680
Geneva    0.0194 1.647

Image credit: M. Salaris
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from Ñuid that overturns without having visited the surface.
Thermal di†usion with their higher entropy surroundings
also heats the Ðlamentary downdrafts. The mean entropy of
the descending Ñuid thus increases steadily with depth (Fig.
13).

5.3. Temperature Structure
Near the surface, the divergence of the convective, radi-

ative, and kinetic energy Ñuxes are large, but the sum of the
divergence of all three is small, and vanishing on the
average (if exotic terms such as viscous Ñux are neglected).
The radiation cooling time near the solar surface is very
short (of the order of seconds), so the Ñuid energy balance
adjusts very rapidly. Since the dominant H~ opacity is very
temperature sensitive (BT 10), it produces an extremely
steep vertical temperature gradient near the surface (Fig.

The temperature gradient is much larger in the14).
ascending Ñow (D100 K km~1) than in the mean structure
(D30 K km~1) The smaller value for the average gradient
comes about because the steep temperature drop in
ascending Ñows occurs at di†erent depths in di†erent gran-
ules and because the temperature rise in the downdrafts
occurs at larger depths and is more gradual than in the
updrafts.

Above the surface, the Ñuid is nearly in radiative equi-
librium, with a little radiative heating balancing expansion
cooling over granules and a little radiative cooling bal-
ancing compressional heating in the converging Ñow over
the intergranular lanes. Changes due to the convective
motions are a small perturbation on this basic structure.

Energy transport switches from convective below the
surface to radiative above the surface. The Ñuid is always
approximately in radiative-convective equilibrium for the
atmospheric structure through which it is moving. The

upÑows transfer their internal energy to radiation between
optical depths q D 30 and q D 1. Between those depths they
have a temperature gradient close to but slightly less than
the gray radiative equilibrium value of T P q1@4 (Fig. 15).
Their temperature gradient is slightly less than the radiative
equilibrium value because the radiative Ñux is increasing as
the optical depth decreases due to the transfer of energy
from convection to radiation. This well-known gradient on
an optical depth scale corresponds to an extremely steep
gradient on a geometric depth scale because of the(Fig. 14)
extreme temperature sensitivity of the dominant H~
opacity, so that a small increase in temperature produces a
large increase in opacity and hence a large increase in
optical depth over a very small geometrical depth range. (A
Lagrangian perspective, following a Ñuid parcel, of this
Eulerian behavior, is presented at the end of this section.) As
a result, there is a much wider spread in temperatures
(D5000 K) at a given geometric depth (just below the
surface ; than there is on a local optical depth scaleFig. 14)

This clearly reveals the crucial role of radiation in(Fig. 15).
controlling the structure of the solar surface and the close-
ness of the atmosphere at each point on the surface to
instantaneous radiative equilibrium near local optical depth
unity. Thus, even though it is tempting to believe that
plasma is monotonically cooling as it overturns in the
visible photosphere, that is not a correct picture. The over-
turning plasma is actually close to radiative equilibrium at
all times and is often being heated, rather than cooled, by
radiation as it traverses the optically thin layers.

5.4. Energy Fluxes
Near the surface, upÑows and downÑows transport

approximately equal amounts of energy. With increasing
depth the downÑows come to dominate the energy trans-

FIG. 13.ÈEntropy as a function of depth at several horizontal locations plus the average, median, modal and extreme values. Except very near the surface,
most of the entropy Ñuctuations occur in the downdrafts. The range decreases with depth due to entrainment, mixing, and thermal di†usion.

Stein & Nordlund 1998

MLT from 3D simulations: α ~ 2

Magic, Weiss, Asplund 2015
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Non-LTE = Statistical equilibrium

Rij = Aij + Bij J̄νRadiative transitions:

CijCollisional transitions:

0 =
dni

dt
= ∑

j≠i

nj (Rji + Cji) − ni ∑
j≠i

(Rij + Cij)

Incoming transitions Outgoing transitions
Particle  
number

Radiation field 
is non-local!
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3D RHD model atmospheres
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TN, Amarsi, Lind+ 2017See also Magic, Collet, Asplund+ 2013-2015
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Click to download movie

https://www.mso.anu.edu.au/~thomasn/t5150g22m50/t5150g22m5004_tempslice.mp4


Non-LTE in 3D

0 =
dni

dt
= ∑

j≠i

nj (Rji + Cji) − ni ∑
j≠i

(Rij + Cij) Rij = Aij + Bij J̄ν
TN, Amarsi, Lind+ 2017
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SMSS 0313-6708 in 3D NLTE

TN, Amarsi, Lind+ 2017



SMSS 0313-6708 in 3D NLTE

TN, Amarsi, Lind+ 2017
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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The SkyMapper EMP search

Da Costa, Bessell, Mackey, TN+ submitted
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14 Da Costa et al.

Figure 14. The Metallicity Distribution Function (MDF) for the
sample of stars within the photometric selection window with
metallicities, [Fe/H]fitter, determined from low resolution spec-
troscopy. Error bars based on Poisson statistics are shown. The
dashed line is a least squares fit to the points between [Fe/H]fitter

= –2.75 and –4.0 dex. The slope is 1.5 ± 0.1 dex/dex.

values generally just below the lower boundary. The metal-
licities of these stars do not show any obvious di↵erence in
distribution to that for the stars within the selection win-
dow: for example, the medians are [Fe/H] = –2.84 (n=13)
and [Fe/H] = –2.93 (n=146), respectively.

Examples of known carbon-normal stars outside the se-
lection window include SMSS J091210.40–064427.9 ([Fe/H]
= –2.64) and SMSS J133532.32–210632.9 ([Fe/H] = –2.73),
both of which were identified as EMP-candidates in the
SkyMapper commissioning-era photometry and followed-up
at high dispersion by Jacobson et al. (2015). The most
metal-poor known-abundance carbon-normal star outside
the current selection window is the star HE0057–5959, which
has [Fe/H] = –4.09 (Yong et al. 2013), and which was
(re)discovered in the commissioning-era survey (Jacobson et
al. 2015). We conclude that errors in the DR1.1 photometry,
particularly, the v-band, mean that the use of the current
selection window results in an underestimate of less than
10% of the expected total number of carbon-normal stars
with [Fe/H] 6 –2.5 dex. There does not, however, appear to
be any metallicity bias induced by this e↵ect.

The situation is not as straightforward for the CEMP
stars. For this group, five stars are within the window but
thirteen lie outside the window, with eight by a large mar-
gin (see Fig. 15). We address this by considering the abso-
lute carbon abundance A(C) vs [Fe/H] diagram introduced
originally by Spite et al. (2013) and discussed extensively
in Yoon et al. (2016). The location of the 176 known stars
in this diagram is shown in Fig. 16: symbols are the same
as for Fig. 15. Unlike Yoon et al. (2016) we have not re-
stricted the sample to only stars with [C/Fe] > +0.7, and
this reveals that the ‘Group II’ stars, as classified by Yoon et
al. (2016), are simply the carbon-richer section of a sequence
where A(C) and [Fe/H] vary together: lower [Fe/H] goes with
lower A(C) with the scatter at fixed [Fe/H] likely a combi-
nation of evolutionary mixing e↵ects (which can decrease
A(C) from the original value) and intrinsic variation in the

Figure 15. The location in the SkyMapper metallicity-sensitive
diagram of the 176 stars with [Fe/H] 6 –2.5 dex based on high-
resolution spectra and (g�i)0 colours within the selection bound-
ary intervals. Open symbols are used for stars with mi values out-
side the selection box (shown by the dashed lines), filled symbols
for stars within the selection box. Five-point star symbols are
used for carbon-enhanced stars while circles are used for carbon-
normal stars.

Figure 16. Absolute carbon abundances A(C) plotted against
[Fe/H] for the 176 stars shown in Fig. 15, assuming a solar carbon
abundance of 8.43. Both abundances are based on 1D, LTE anal-
yses. As for Fig. 15, 5-pt star symbols are for carbon-enhanced
stars (open if outside the selection window, filled if within) and
circles are for carbon-normal stars (open if outside the selection
window, filled if within). The dot-dash line at A(C) = 7.3 sep-
arates the ‘Group I’ stars from those of Groups II and III. The
diagonal dashed lines are for [C/Fe] = +1.0, 0.0 and –0.7 dex,
respectively.

carbon abundances. These are the ‘carbon-normal’ stars re-
ferred to above. For these stars there is no obvious evidence
of incompleteness as a function of A(C) or [Fe/H], and this
group clearly lacks stars more metal-poor than [Fe/H] ⇡
–4.2 dex, consistent with the MDF shown in Fig. 14.

As regards the carbon-rich stars (5-pt star symbols in

c� 0000 RAS, MNRAS 000, 000–000

Slope ~ 1.5 dex/dex
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be any metallicity bias induced by this e↵ect.

The situation is not as straightforward for the CEMP
stars. For this group, five stars are within the window but
thirteen lie outside the window, with eight by a large mar-
gin (see Fig. 15). We address this by considering the abso-
lute carbon abundance A(C) vs [Fe/H] diagram introduced
originally by Spite et al. (2013) and discussed extensively
in Yoon et al. (2016). The location of the 176 known stars
in this diagram is shown in Fig. 16: symbols are the same
as for Fig. 15. Unlike Yoon et al. (2016) we have not re-
stricted the sample to only stars with [C/Fe] > +0.7, and
this reveals that the ‘Group II’ stars, as classified by Yoon et
al. (2016), are simply the carbon-richer section of a sequence
where A(C) and [Fe/H] vary together: lower [Fe/H] goes with
lower A(C) with the scatter at fixed [Fe/H] likely a combi-
nation of evolutionary mixing e↵ects (which can decrease
A(C) from the original value) and intrinsic variation in the

Figure 15. The location in the SkyMapper metallicity-sensitive
diagram of the 176 stars with [Fe/H] 6 –2.5 dex based on high-
resolution spectra and (g�i)0 colours within the selection bound-
ary intervals. Open symbols are used for stars with mi values out-
side the selection box (shown by the dashed lines), filled symbols
for stars within the selection box. Five-point star symbols are
used for carbon-enhanced stars while circles are used for carbon-
normal stars.

Figure 16. Absolute carbon abundances A(C) plotted against
[Fe/H] for the 176 stars shown in Fig. 15, assuming a solar carbon
abundance of 8.43. Both abundances are based on 1D, LTE anal-
yses. As for Fig. 15, 5-pt star symbols are for carbon-enhanced
stars (open if outside the selection window, filled if within) and
circles are for carbon-normal stars (open if outside the selection
window, filled if within). The dot-dash line at A(C) = 7.3 sep-
arates the ‘Group I’ stars from those of Groups II and III. The
diagonal dashed lines are for [C/Fe] = +1.0, 0.0 and –0.7 dex,
respectively.

carbon abundances. These are the ‘carbon-normal’ stars re-
ferred to above. For these stars there is no obvious evidence
of incompleteness as a function of A(C) or [Fe/H], and this
group clearly lacks stars more metal-poor than [Fe/H] ⇡
–4.2 dex, consistent with the MDF shown in Fig. 14.
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Figure 14. The Metallicity Distribution Function (MDF) for the
sample of stars within the photometric selection window with
metallicities, [Fe/H]fitter, determined from low resolution spec-
troscopy. Error bars based on Poisson statistics are shown. The
dashed line is a least squares fit to the points between [Fe/H]fitter

= –2.75 and –4.0 dex. The slope is 1.5 ± 0.1 dex/dex.

values generally just below the lower boundary. The metal-
licities of these stars do not show any obvious di↵erence in
distribution to that for the stars within the selection win-
dow: for example, the medians are [Fe/H] = –2.84 (n=13)
and [Fe/H] = –2.93 (n=146), respectively.

Examples of known carbon-normal stars outside the se-
lection window include SMSS J091210.40–064427.9 ([Fe/H]
= –2.64) and SMSS J133532.32–210632.9 ([Fe/H] = –2.73),
both of which were identified as EMP-candidates in the
SkyMapper commissioning-era photometry and followed-up
at high dispersion by Jacobson et al. (2015). The most
metal-poor known-abundance carbon-normal star outside
the current selection window is the star HE0057–5959, which
has [Fe/H] = –4.09 (Yong et al. 2013), and which was
(re)discovered in the commissioning-era survey (Jacobson et
al. 2015). We conclude that errors in the DR1.1 photometry,
particularly, the v-band, mean that the use of the current
selection window results in an underestimate of less than
10% of the expected total number of carbon-normal stars
with [Fe/H] 6 –2.5 dex. There does not, however, appear to
be any metallicity bias induced by this e↵ect.

The situation is not as straightforward for the CEMP
stars. For this group, five stars are within the window but
thirteen lie outside the window, with eight by a large mar-
gin (see Fig. 15). We address this by considering the abso-
lute carbon abundance A(C) vs [Fe/H] diagram introduced
originally by Spite et al. (2013) and discussed extensively
in Yoon et al. (2016). The location of the 176 known stars
in this diagram is shown in Fig. 16: symbols are the same
as for Fig. 15. Unlike Yoon et al. (2016) we have not re-
stricted the sample to only stars with [C/Fe] > +0.7, and
this reveals that the ‘Group II’ stars, as classified by Yoon et
al. (2016), are simply the carbon-richer section of a sequence
where A(C) and [Fe/H] vary together: lower [Fe/H] goes with
lower A(C) with the scatter at fixed [Fe/H] likely a combi-
nation of evolutionary mixing e↵ects (which can decrease
A(C) from the original value) and intrinsic variation in the
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used for carbon-enhanced stars while circles are used for carbon-
normal stars.
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respectively.
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Figure 14. The Metallicity Distribution Function (MDF) for the
sample of stars within the photometric selection window with
metallicities, [Fe/H]fitter, determined from low resolution spec-
troscopy. Error bars based on Poisson statistics are shown. The
dashed line is a least squares fit to the points between [Fe/H]fitter

= –2.75 and –4.0 dex. The slope is 1.5 ± 0.1 dex/dex.

values generally just below the lower boundary. The metal-
licities of these stars do not show any obvious di↵erence in
distribution to that for the stars within the selection win-
dow: for example, the medians are [Fe/H] = –2.84 (n=13)
and [Fe/H] = –2.93 (n=146), respectively.

Examples of known carbon-normal stars outside the se-
lection window include SMSS J091210.40–064427.9 ([Fe/H]
= –2.64) and SMSS J133532.32–210632.9 ([Fe/H] = –2.73),
both of which were identified as EMP-candidates in the
SkyMapper commissioning-era photometry and followed-up
at high dispersion by Jacobson et al. (2015). The most
metal-poor known-abundance carbon-normal star outside
the current selection window is the star HE0057–5959, which
has [Fe/H] = –4.09 (Yong et al. 2013), and which was
(re)discovered in the commissioning-era survey (Jacobson et
al. 2015). We conclude that errors in the DR1.1 photometry,
particularly, the v-band, mean that the use of the current
selection window results in an underestimate of less than
10% of the expected total number of carbon-normal stars
with [Fe/H] 6 –2.5 dex. There does not, however, appear to
be any metallicity bias induced by this e↵ect.

The situation is not as straightforward for the CEMP
stars. For this group, five stars are within the window but
thirteen lie outside the window, with eight by a large mar-
gin (see Fig. 15). We address this by considering the abso-
lute carbon abundance A(C) vs [Fe/H] diagram introduced
originally by Spite et al. (2013) and discussed extensively
in Yoon et al. (2016). The location of the 176 known stars
in this diagram is shown in Fig. 16: symbols are the same
as for Fig. 15. Unlike Yoon et al. (2016) we have not re-
stricted the sample to only stars with [C/Fe] > +0.7, and
this reveals that the ‘Group II’ stars, as classified by Yoon et
al. (2016), are simply the carbon-richer section of a sequence
where A(C) and [Fe/H] vary together: lower [Fe/H] goes with
lower A(C) with the scatter at fixed [Fe/H] likely a combi-
nation of evolutionary mixing e↵ects (which can decrease
A(C) from the original value) and intrinsic variation in the

Figure 15. The location in the SkyMapper metallicity-sensitive
diagram of the 176 stars with [Fe/H] 6 –2.5 dex based on high-
resolution spectra and (g�i)0 colours within the selection bound-
ary intervals. Open symbols are used for stars with mi values out-
side the selection box (shown by the dashed lines), filled symbols
for stars within the selection box. Five-point star symbols are
used for carbon-enhanced stars while circles are used for carbon-
normal stars.

Figure 16. Absolute carbon abundances A(C) plotted against
[Fe/H] for the 176 stars shown in Fig. 15, assuming a solar carbon
abundance of 8.43. Both abundances are based on 1D, LTE anal-
yses. As for Fig. 15, 5-pt star symbols are for carbon-enhanced
stars (open if outside the selection window, filled if within) and
circles are for carbon-normal stars (open if outside the selection
window, filled if within). The dot-dash line at A(C) = 7.3 sep-
arates the ‘Group I’ stars from those of Groups II and III. The
diagonal dashed lines are for [C/Fe] = +1.0, 0.0 and –0.7 dex,
respectively.

carbon abundances. These are the ‘carbon-normal’ stars re-
ferred to above. For these stars there is no obvious evidence
of incompleteness as a function of A(C) or [Fe/H], and this
group clearly lacks stars more metal-poor than [Fe/H] ⇡
–4.2 dex, consistent with the MDF shown in Fig. 14.
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Figure 16. Absolute carbon abundances A(C) plotted against
[Fe/H] for the 176 stars shown in Fig. 15, assuming a solar carbon
abundance of 8.43. Both abundances are based on 1D, LTE anal-
yses. As for Fig. 15, 5-pt star symbols are for carbon-enhanced
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circles are for carbon-normal stars (open if outside the selection
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of incompleteness as a function of A(C) or [Fe/H], and this
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–4.2 dex, consistent with the MDF shown in Fig. 14.
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Figure 17. Resultant mass distributions of Pop III.1 (left) and III.2D (right) stars for the different redshifts. The different colours represent the same redshift
ranges as in the right-hand panel of Fig. 3. The black solid lines show the total distributions over all redshifts for each population whereas the dotted lines show
the sum of them.

where Mp is the peak mass given by equation (14) and !(M∗) is
normalized by

∫
!(M∗) dM∗ = 1. This is obviously quite differ-

ent from the well-known Salpeter function. The above equation
allows us to model the time-dependent mass function of primordial
stars.

6.3 Star formation rate density

Fig. 18(a) shows the star formation rate densities (SFRD) as a
function of redshift. The primordial SFRD rises until z ∼ 20 and
decreases afterwards (as Pop II star formation becomes the main
mode). This evolution of the total SFRD is consistent with previous
studies (e.g. Agarwal et al. 2012; Johnson et al. 2013), but our
results show clearly the contribution of Pop III.2D stars. Significant
Pop III.2D star formation occurs after Pop III.1 stars are formed and
emit copious amounts of FUV photons. Remarkably, SFRDIII.2D

approaches the same level as SFRDIII.1 at z ! 20. At z " 20, the
fraction of Pop III.2D stars rapidly decreases as shown in Fig. 16.
Note, however, we may be underestimating SFRDIII.2D at this point,
because we ignore the contributions of Pop II stars to the local and
global FUV radiation field. The FUV background radiation intensity
may exceed J21 = 0.1 at z " 10 and the Pop II SFRD may dominate
at z " 15 (e.g. Agarwal et al. 2012). If a large number of Pop II stars
are formed during the epoch we consider here, the number fraction
of Pop III.2D stars could be enhanced and the mass distribution
at z " 15 may be significantly modified. There are a number of
M∗ < 100 M⊙ Pop III.1 stars forming via the HD-cooling mode,
which is easily changed to the H2-cooling mode even for even weak
FUV fields (see Section 5). The enhancement of the stellar mass by
photodissociating molecules is significant for these cases (Fig. 15).
However, because the total primordial SFRD decreases for z " 20,
the uncertainties described above would not greatly change the
overall mass distribution integrated over redshifts.

Fig. 18(b) shows the redshift evolution of averaged local FUV
intensity at each cloud. The averaged value decreases with decreas-
ing redshift and falls below the critical value at z ∼ 20, which is
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Figure 18. Redshift evolution of SFRD of Population III.1 and III.2D stars
(panel a) and the averaged J21 for clouds with its variance (panel b). In
panel (a), the dotted line represents the total of them. In panel (b), the grey
dots show the scatter of J21 at each cloud and the dotted line represents the
critical value of J21 = 0.1, above which Pop III.2D stars form.

consistent with the decline of SFRD for Pop III.2D cases (Fig. 18a).
In comparison to the background FUV field calculated by Agarwal
et al. (2012) and Johnson et al. (2013), the local J21 is at the same
levels for z ! 15 but starts to decline earlier for z " 15. This earlier
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Figure 7. Density (top), temperature (middle), and H2 fraction (bottom) are
shown as functions of the distance from the primary star for a typical minihalo.
Each dot corresponds to the SPH particle. The three colors correspond to the
three snapshots at 2180 yr, 8180 yr, and 98780 yr after the formation of the
primary star.
(A color version of this figure is available in the online journal.)

if we could properly take into consideration the photoionization
feedback (Hosokawa et al. 2011), since the ionized gas has
higher temperature.

We also remark that the primary star and the secondary star
have already settled down to the main sequence at 105 yr. The
rest of the low mass stars are uncertain, since it is not possible
to resolve the mass accretion rate !10−5 M⊙ yr−1, above which
the stars of !10 M⊙ are still in the pre-main-sequence phase. We
have also checked that all protostars more massive than 10 M⊙
found in 59 minihalos are in the main sequence phase by the
end of the simulation (i.e., 105 yr after the first sink formation).

4.4. Mass Spectrum

We perform local radiation hydrodynamics simulations start-
ing from the 59 minihalos found in the cosmological simula-
tions. Hence we obtain the mass spectrum of the stars by sum-
ming up the contributions from all the minihalos. In the mass
spectrum of Figure 9, all the stars found in the local simulations
are taken into account.

It is immediately obvious that we have a very top-heavy
mass spectrum with a peak at several tens of solar mass, and
most of the first stars are within the range of 10 M⊙ ! M !
100 M⊙. This is the first IMF of the first stars by way of the

Figure 8. Evolution of sink particles on the M–Ṁ plane. The color gradient is
same as Figure 1. Solid lines denote the path of the six sink particles in this
particular run.
(A color version of this figure is available in the online journal.)

Figure 9. Mass spectrum of first stars is shown. The colors in the histogram
correspond to the order of birth of these stars. The color legend in the upper
right corner describes the correspondence between the order of birth and the
color.
(A color version of this figure is available in the online journal.)

three-dimensional simulations, including the effects of the
radiative feedback and the fragmentation.

On the other hand, stars exceeding 140 M⊙ (i.e., the pro-
genitors of PISNe) also exist in the simulations. In fact, those
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• MLT good enough for stellar atmospheres?


• 3D NLTE now feasible. Use at low [Fe/H]!

Summary

• EMP MDF slope = 1.5 dex/dex


• Carbon-normal MDF drops at [Fe/H] ~ -4


• Evidence for 10 Msol Pop III star?
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