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Bottom line
• We have a full fledged pipeline for detecting gravitational wave 

mergers.


• LVC had announced 10 BBH mergers in the first two observing 
runs.


• We have detected 9 more events.


• 7 published, 2 more will join soon.


• More surprises to come!


• We have a method for fast parameter estimation, that allows fast 
and cheap parameter estimation.



Similarity to LVC pipelines

• Matched filtering based (akin to pyCBC, GSTLAL)


• Coherent combination of the detectors (akin to pyCBC, 
GSTLAL)


• Empirical determination of final statistic (akin to GSTLAL)


• Significance based on time slides (akin to pyCBC)



Differences from LIGO data 
analysis

• Novel template bank construction.


• Automatic routines to detect bad data segments (``glitches") and insulate 
good data from them.


• Proper accounting for the non-stationary nature of the detector noise


• New signal-quality vetoes at the single-detector level, with rigorously 
computed False negative.


• New ways to combine results from multiple detectors.


• New way to “Fish” single detector candidates accompanied by a very weak 
counter signal in the other detector. 


• Fast way to compute likelihood values for parameter estimation.



LIGO-VIRGO Detectors

Before “The Blue Book” was submitted for consideration to the NSF, Weiss met with Thorne
and Drever at a Relativity congress in Italy. There they discussed how they could work together—
this was mandatory, because the NSF would not fund two megaprojects on the same subject and
with the same objective. However, from the very beginning it was clear that Drever did not want to
collaborate with Weiss, and Thorne had to act as mediator. In fact, the NSF settled matters by
integrating the MIT and Caltech groups together in a “shotgun wedding” so the “Caltech–MIT”
project could be jointly submitted to the NSF [56].

14. The LIGO Project

The Caltech–MIT project was funded by NSF and named the “Laser Interferometer
Gravitational-Wave Observatory,” known by its acronym LIGO. The project would be led by a
triumvirate of Thorne, Weiss, and Drever. Soon interactions between Drever and Weiss became
diFcult because, besides the strenuous nature of their interaction, both had diAering opinions on
technical issues. 

During the years 1984 and 1985 the LIGO project suAered many delays due to multiple
discussions between Drever and Weiss, mediated when possible by Thorne. In 1986 the NSF called
for the dissolution of the triumvirate of Thorne, Drever, and Weiss. Instead Rochus E. Vogt was
appointed as a single project manager [61].

In 1988 the project was 2nally funded by the NSF. From that date until the early 1990s, project
progress was slow and underwent a restructuring in 1992. As a result, Drever stopped belonging to
the project and in 1994 Vogt was replaced by a new director, Barry Clark Barish, an experimental
physicist who was an expert in high-energy physics. Barish had experience in managing big projects
in physics. His 2rst activity was to review and substantially amend the original 2ve-year old NSF
proposal. With its new administrative leadership, the project received good 2nancial support.
Barish’s plan was to build the LIGO as an evolutionary laboratory where the 2rst stage, “initial
LIGO” (or iLIGO), would aim to test the concept and oAer the possibility of detecting gravitational
waves. In the second stage (“aLIGO” or advanced LIGO), wave detection would be very likely (see 
Figure 11).

Figure 11. Advanced LIGO interferometer design concept. Figure made after T.F. Carruthers and
D.H. Reitze, “LIGO,” Optics & Photonics News, March 2015.

Credit: Carruthers and Reitze (2015)
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Looking for GWs

Need a noise model, simplest case is stationary Gaussian random noise

⟨s(t + τ)s(t)⟩ = C(τ)

No one tells you what S( f ) is! Have to measure, and compare to your guess

FT of C(τ) is the PSD S( f ) ∼ σ2
f ≡ ⟨ |s( f ) |2 ⟩



Welch’s method

Credit: Giovanni Losurdo

PSD Measurement



Suppose you measure a σ2( f ) on data d and want to look for a waveform

Gaussian noise is uncorrelated between frequencies, so compute the inverse-
variance-weighted overlap of the data and the waveform in the frequency domain

Z(h) = ∑
f

d( f )h⋆( f )
σ2( f )

ρ ≡ SNR =
Z(h)

⟨Z(h)2⟩1/2
=

∑f d( f )h⋆( f )

σ2( f )

[
∑f |h( f ) |2

σ2( f ) ]
1/2

Matched Filtering
h

If everything is OK, the           should be distributed according to a  
chi-squared distribution

SNR2



The PSD drifts



PSD drift correction
• PSD estimation requires ~1000s of 

seconds


• But PSD changes on time-scales 
of 10s of seconds.


• What happens when adding 
variables with incorrect 
coefficients?


• SNR is reduced by


• But standard deviation changes by  

Sopt = X1 + X2

Spractical = X1 + (1 + ϵ)X2O(ϵ2)

O(ϵ)

Z
σZ

=
∑f

h*( f )d( f )
Sn( f )

∑f
|h( f ) |2

Sn( f )



Trigger distributions



What do we do with holes?
• Must not “remove samples” - Lines would leak out


• Rephrasing of the problem: 


• Insertion of an infinitely loud white noise process added to the 
bad segment.


• Solve the least squares linear algebra problem of measuring 
amplitude.


• Identify the relevant data equivalent


• Solution: Inpaint the samples in the bad segment to the value 
expected by the rest of the data



Hole correction in practice

Z
σZ

=
∑f

h*( f )d( f )
Sn( f )

∑f
|h( f ) |2

Sn( f )



Applied to 
GW170817



Vetoing Candidates
• Check for consistency 

between frequency bands


• Promise: 


• False negative rate is 
smaller than 1% on 
Gaussian noise


• Robust to PSD drift 
and to template-bank 
inefficiency



Ranking Score



Coherent Score
Rank background + candidates according to the ratio

p(ρ2
1, ρ2

2, Δt, Δϕ |H1)
p(ρ2

1, ρ2
2, Δt, Δϕ |H0)

Account for the different sensitivities of the detectors, etc   
We use Monte-Carlo estimates for the numerator

h+ = A(1 + cos2 ι) cos ϕGW

h× = − 2A cos ι sin ϕGW

ι

h = h+F+ + h×F× 4

FIG. 2: (Color online) Interferometer Antenna Response for (+) polarization [left], (⇥) polarization [middle], and unpolarized
waves [right]. Color indicates increasing sensitivity from indigo to red.

of cosmic expansion in the early universe could produce
a spectrum of gravitational radiation. (Allen, 1988) later
derived the full spectrum of gravitational waves expected
from a standard inflationary universe scenario. This
model predicts a nearly white spectrum (in units of en-
ergy) in the frequency band from 10�15�1010 Hz (Turner,
1997). This radiation from the early universe would
travel to our detectors with very little scattering along
the way giving us a direct measurement of the state of
the universe at a time which is less than 10�30 s after the
Big Bang (Weinberg, 2004). A review of prospects for
detecting this inflationary background as well as possible
astrophysical foregrounds is given in (Allen, 1997).

There are two observational constraints on the cos-
mological background of gravitational waves. The rel-
ative abundances of the light elements in the universe
today constrains tightly any deviations from the stan-
dard model in Big Bang Nucleosynthesis (BBN) (Peebles,
1993). An excess of gravitational radiation at the time
of BBN would change the expansion rate of the universe.
The BBN model places an upper limit of ⇠ 10�5 (in
units of the closure density of the universe) on the en-
ergy in this primordial gravitational radiation. Certain
exotic theories of the early universe predict higher fre-
quency gravitational radiation (Mandic and Buonanno,
2006; Woodard et al., 2011); for some of those models, a
recent search using the LIGO detectors makes a slightly
tighter bound (Abbott et al., 2009) than from the BBN

model.

III. ALTERNATIVES TO INTERFEROMETRIC
DETECTION

A. Acoustic Detectors

Attempts to make a direct detection of gravitational
radiation started 50 years ago with Joseph Weber (We-
ber, 1960, 1970). Weber’s claims of detection were never
confirmed (Brown et al., 1982; Douglass et al., 1975;
Kafka and Schnupp, 1978); a review of these confirmation
e↵orts is given in (Tyson and Gi↵ard, 1978).
Nevertheless, the excitement generated in the early

1970’s led, in the following years, to the development of
an active worldwide network of acoustic ’bar’ detectors
with an ever increasing astrophysical reach. By the end
of the 20th century, the bars had reached strain sensitiv-
ities of 3� 7⇥ 10�19 for ⇠ 1ms bursts (Ju et al., 2000).
A summary of the sensitivity of these detectors is shown
in Table I.

B. Pulsar Timing

In the late 1970’s, Sazhin (Sazhin, 1978) and De-
tweiler (Detweiler, 1979) pointed out that the regular
pulse periods of radio pulsars could be used to search for

Adhikari, R., (2013)



Coherent Score
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Splitting results to banks

• BBH3 has 40 times fewer templates than 
BBH0 while having most events.


• Prevalence of glitches is very different

• Data cleaning thresholds (and approaches) 

very different

A New Search Pipeline for Compact Binary Mergers in the First Observing Run of

Advanced LIGO

(Dated: February 9, 2019)

In this paper, we report on the construction of an independent analysis pipeline for analyzing the
public data from the first observing run of advanced LIGO for mergers of compact binary systems.
The pipeline was used in the detection of a new binary black-hole merger GWT151216 (temporary
name). The pipeline incorporates several novel developments in all its stages, including a new
method to construct template banks, automatic routines to detect bad data segments (“glitches”)
and insulate good data from them, proper accounting for the non-stationary nature of the detector
noise, rigorous signal-quality vetoes at the single-detector level, and new methods to optimally
combine results from multiple detectors. Together, these improvements lead to a significant increase
in the e↵ective detection volume quote number(s) . This paper serves as a bird’s eye view of the
pipeline’s important stages. Full details and derivations underlying the various stages appear in
accompanying papers.

PACS numbers:

I. INTRODUCTION

Our paper is organized in the following way: In section
II we describe in a bird’s eye view what are all the stages
in the pipeline. In the rest of the sections, we describe
each stage in a concise manner. On many of the stages
we refer readers to the accompanying papers [references]
with further derivations.

II. PIPELINE STAGES

[Teja] be sure to include a flow-chart figure

III. CONCISE DESCRIPTION OF THE
PIPELINE STAGES

A. Template bank

We perform our search by matching the strain data to
a discrete set of filters (template bank) that su�ciently
closely resemble any possible signal within our target pa-
rameter space. We target our search at coalescing com-
pact binary objects with individual masses between 1M�
and 100M� and aligned spins. We allow spin magnitudes
up to |�1,2| < 0.95 for binary neutron stars (BNS, defined
here as m1,2 < 3M�), and |�1,2| < 0.85 for neutron-star–
black-hole (NSBH) and binary black hole (BBH) systems.
We restrict the mass ratios to be q < 50 for NSBH and
q < 18 for BBH. For BNS, we allow for tidal deforma-
bilites up to ⇤1,2 < 5000.

As described in [? ], we construct nine banks that
together span this target parameter space and conduct
a separate search with each. The banks are defined by
regions in the plane of component masses; we make one
BNS bank, three NSBH, and five BBH as shown in Fig. 1.
We place the bounds between adjacent NSBH banks
at M = {3, 6}M� and between BBH banks at M =
{5, 10, 20, 40}M�, where M = (m1m2)3/5/(m1 +m2)1/5

is the chirp mass. The motivation behind dividing the

FIG. 1: Division of parameter space into nine disjoint
regions by component masses. A separate search is
conducted on each. The dots represent the input waveforms
used to construct the banks (not the templates themselves),
and the color coding shows the stochastic division of each
bank into subbanks by the shape of their amplitude profile.
Approximate detector-frame masses are shown for the
detections reported to date and for GWT151216.

search is to prevent the large look-elsewhere penalty in-
herent to the low-mass banks (BNS and NSBH), which
have one to three orders of magnitude more templates
than the BBH, from strongly a↵ecting the sensitivity of
the BBH searches. In this way, on astrophysical grounds
we might expect roughly comparable numbers of signals
in each bank, regardless of the vastly di↵erent number of
templates they have. Table I summarizes the template
bank parameter ranges and sizes.

The template bank needs to be e↵ectual, that is, guar-
antee a su�ciently high match between target signals and
at least one template in the bank. The inner product be-



Volume improvement



New Events!



New event in O1!
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FIG. 1. Upper panels show the whitened strains around the trigger time of GWT151216 in LIGO Hanford/Livingston detectors
(light colored curves). Overplotted are the maximum likelihood fits using the spin-aligned IMRPhenomD waveforms (dark colored
curves). Lower panels show the corresponding spectrograms. Note that the best-fit gravitational waveform accumulates nearly
the entire signal-to-noise in the frequency range [30, 300]Hz.

orientation has an isotropic distribution, and the wave
arrival time is random. The expected merger rate as a
function of the redshift is not known. We assume the lu-
minosity distance has a prior distribution P (DL) / D2

L
up to 10Gpc, which corresponds to a constant merger
rate per unit volume in a Euclidean space.

For the intrinsic parameters, we assign uniform priors
to both component masses m1 and m2 (in the detec-
tor frame) within [2, 250]M�. We restrict the detector-
frame chirp mass Mdet = (1 + z) (m1 m2)3/5/(m1 +
m2)1/5 to the range [10, 40]M�, and restrict the mass
ratio q = m1/m2 to q < 18. For the aligned spins, we
consider two prior choices:

1. Isotropic spin prior: For either binary component,
the (dimensionless) spin vector � is isotropically
oriented, and the spin magnitude |�| is drawn from
a flat distribution within [0, �max]. The aligned
component �z is then extracted and passed to the
waveform model.

2. Flat �e↵ prior: Both aligned spin components
�1z and �2z are allowed to be in the range
[��max, �max]. For given components masses, we
assign a joint prior for the aligned spin components

P (�1z,�2z) d�1z d�2z / d�1z d�2z (1)

⇥
(
1, |�e↵ | 6 �max

m1�m2
M ,

1�(m1�m2)/M
1�|�eff |/�max

, |�e↵ | > �max
m1�m2

M .

where M = m1 + m2 is the total mass and
the e↵ective aligned spin parameter is given by
�e↵ = (m1 �1z + m2 �2z)/M . This prior is de-
signed such that �e↵ is uniformly distributed within
[��max, �max].

In order to include highly spinning waveforms, we choose
�max = 0.99.
The isotropic spin prior strongly penalizes configura-

tions in which the two black holes have high and aligned
spins. On the other hand, the flat �e↵ prior is more ag-
nostic in the sense that to leading order �e↵ is the only
spin parameter that determines the phasing of the grav-
itational waveform. We would like to examine how the
results of parameter estimation di↵er between these two
spin prior choices.
In Figure 2, we compare the posterior distributions for

Mdet, q and �e↵ assuming the two di↵erent spin priors.
With the isotropic spin prior, the most probable value
for �e↵ is around 0.55, which is already higher than the
values observed in previous LIGO BBH events. To match
this spin value, the binary needs to substantially asym-
metric with q ⇠ 2 � 3. However, the isotropic spin prior
is highly peaked at small values of �e↵ and is severely
suppressed at �e↵ ⇠ 0.55. This suggests that the even
higher values may be penalized by the prior rather than
by the data itself. With the flat �e↵ prior, a higher value
for the aligned spin �e↵ ⇡ 0.8 is indeed measured, which
requires both black holes to be fast spinning and aligned.

4

Flat �e↵

prior
Isotropic spin

prior

Chirp mass Mdet 31+2
�3 M� 29+2

�2 M�

Primary mass m1 31+13
�6 M� 38+11

�11 M�

Secondary mass m2 21+5
�6 M� 16+6

�3 M�

Mass ratio m1/m2 1.5+1.4
�0.4 2.4+1.4

�1.1

Total mass M 52+9
�6 M� 54+10

�8 M�

Primary aligned spin �1z 0.86+0.12
�0.27 0.73+0.18

�0.28

Secondary aligned spin �2z 0.79+0.19
�0.65 0.30+0.51

�0.46

E↵ective aligned spin �e↵ 0.81+0.15
�0.21 0.60+0.16

�0.18

Cosine of inclination | cos ◆| 0.81+0.18
�0.52 0.81+0.18

�0.51

Luminosity distance DL 2.4+1.2
�1.1 Gpc 2.1+1.0

�0.9 Gpc

Source redshift z 0.43+0.17
�0.17 0.38+0.15

�0.15

TABLE I. Source properties for GWT151216 : we give un-
certainties encompassing the 90% credible intervals in the
posterior distribution under two di↵erent assumptions about
the prior distribution of black hole spins. Parameter estima-
tions were performed with the spin-aligned waveform model
IMRPhenomD. All masses are quoted in the source frame except
that the chirp mass Mdet is quoted in the detector frame.

IMRPhenomPv2, but pass zeros for the in-plane com-
ponents.

If the spin-precessing waveform genuinely fits the data
better than the non-precessing waveform does, the con-
trol test should yield a di↵erent result.

The leading e↵ect of spin-orbit precession can be cap-
tured by a single parameter �p, which is defined to be [8]

�p := max
�
A1 |�1,?| m2

1, A2 |�2,?| m2
2

�
/(A1 m

2
1).(3)

where A1 = 2 + 3/(2 q) and A2 = 2 + (3 q)/2, and �1?
and �2? are the spin vectors perpendicular to the orbital
plane, for the primary and the secondary respectively.

Figure 3 shows the posterior distributions for �p de-
rived from our spin-precessing analysis. The posterior
distribution appears significantly narrower than the prior
distribution. However, the control test yields nearly the
same posterior distribution. This implies the absence
of direct information about spin-orbit precession in the
likelihood. Rather, the posterior distribution di↵ers from
the prior distribution because the data tightly constrain
�e↵ which then restricts the allowed values of �p due to
physical constraints on the spins. The maximum like-
lihood improves by about one unit for IMRPhenomPv2
compared to IMRPhenomD; this is however merely worth
mentioning since the former takes more free parameters
than the latter does. Based on the result that analyses
using IMRPhenomPv2 and using IMRPhenomD yield consis-
tent posterior distributions for the masses, the aligned
spin components, and the extrinsic parameters (with the
same choice of priors), we conclude that no precession
signal is detected. This is consistent with the parameter

FIG. 3. Prior and posterior distributions for the e↵ec-
tive spin-precession parameter �p obtained using the spin-
precessing IMRPhenomPv2 waveform model. We compare the
result obtained using the complete waveform model (ma-
genta) and the result obtained by artificially passing zero in-
plane spin components to the waveform generation routine
(green). We also quote the median and the 90% credible un-
certainty range for �p derived using the complete waveform
model.

inference results that the aligned spins are high, leaving
little room for large in-plane spin components.
In the parameter analysis of GW151226 for which a

non-zero �e↵ ⇡ 0.2 was measured, it was similarly re-
ported that the posterior distribution for �p di↵ers no-
ticeably from the prior [10]. We point out that this was
also resultant from correlated priors for �e↵ and �p rather
than from genuine precession signals in the data.

IV. POSSIBLE FORMATION CHANNELS

A number of formation channels for binary black hole
mergers have previously been suggested. They may come
from isolated massive star binaries that evolve through
the classic common envelope phase [11–26], or through
a phase of chemically homogeneous evolution [27–29].
They may e�ciently form through few-body interactions
at the core of dense stellar environments, such as old
globular clusters [30–38], young open clusters [39–42], or
nuclear clusters at the center of galaxies [43, 44]. The
mergers may be assisted by a nearby supermassive black
hole [45], by its accretion disk [46–48], or by a tertiary
stellar companion [49–52]. The black holes may also be
the remnants of Population III stars [53, 54] or form in
the primordial universe [55–63]. Mass and spin measure-
ments are crucial to di↵erentiate between formation sce-
narios [64].
Assuming the flat �e↵ prior, we infer that GWT151216

has component masses that are similar to those of the

• Highest spinning system so far !



Six new events in O2!



Fishing two more signals!

• Framework does not apply to shaded area.


• Criterion for ranking candidates according to 
L1 alone - number of “similar” glitches 
observed. 


• Exact evidence integral over the sky



More events!



And they are highly spinning!



Summary
• The availability of the LIGO data gives the community an opportunity to try new ideas and 

propose new methods. We are very grateful to the LVC.


• We have developed a new, independent pipeline for detecting (and PE) GW mergers, that 
we estimate it has twice the detection volume compared to previous pipelines.


• We have found 9 new GW events in O2 data.


• Two are very highly spinning - strong indication for non-dynamical formation.


• Highest mass observed to date


• An event with substantial negative spin.


• Ongoing:


• Population study


• BNS/NSBH searches



Do you see what I see?
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Parameter estimation for BNS

Why is parameter estimation for BNS mergers hard?

Z(d, h, Δt) = 4∑
f

d( f )h*( f )
Sn( f )/T

eifΔt

Frequency resolution set by T ≳ 2 min for O2, and
fmax = 2048 Hz, say.

T = 256 s, we have N ≈ 220 ≈ 106If we pick frequencies.

The FFT requires O(N log N) ≈ 107 flops.

Parameter estimation requires us to evaluate the FFT 
above for many ( ∼ 108) parameter choices



Speeding up parameter estimation

• Speeding up template generation 
• Analytical frequency domain waveforms 
• Reduced order modeling (e.g., Pürrer 2014). 
• Multi-band interpolation (Vinciguerra, S., et. al., (2018)) 

• Speeding up matched filtering 
• Reduced order quadrature (Smith, R., et. al. (2016)) 

• Speeding up the sampling method 
• Separating variables as much as possible. 
• Using sophisticated sampling methods.



Are CBC templates smooth?

• Not in time domain 

• Not in frequency domain 

• But when you phase unwrap:

A(t)ei(↵1t
�1+↵2t

�2+...)

A(f)ei(↵1f
�1+↵2f

�2+...)

�(f) = (↵1f
�1 + ↵2f

�2 + ...)



Waveform with high overlap are “similar”

• Not in physical parameters - that’s why we need 
parameter estimation 

• Rule of thumb: templates with high overlap do not lose 
phase (inside the sensitive band) 

•

|�(f)� �0(f)| < 1

A(f)

A0(f)
ei(�(f)��0(f)) =

A(f)

A0(f)
ei((↵�↵0)f

�+...



Template ratios are smooth and low dimensional

For GW170817, the detector frame chirp mass
ℳdet = 1.1975 ± 0.0001 M⊙

(LVC, arXiv 1805.11579)
ℳdet = 1.1975 M⊙

and
ℳdet = 1.1985 M⊙



Relative binning

Compute r( f ) =
h( f )
h0( f )

= r0(h, b) + r1(h, b) (f − fm(b)) + ⋯

on a coarse set of frequency bins, for a fiducial template

Z(d, h) = 4∑
f

d( f )h*( f )
Sn( f )/T

≈ ∑
b

[A0(b) r*0 (h, b) + A1(b) r*1 (h, b)]
where A0(b) = 4∑

f∈b

d( f ) h*0 ( f )
Sn( f )/T

A1(b) = 4 ∑
f∈b

d( f ) h*0 ( f )
Sn( f )/T

( f − fm(b))

are computed once and for all on a fine frequency grid.



Choosing bin-boundaries to control approximation 
accuracy

• No reason to chose equal spacing 

• Spacing chosen such that total deviation of each 
component in the PN expansion to < 0.5 rad. 

• Assume that a waveform is sampled by parameter 
estimation if 

�(f) = (↵1f
�1 + ↵2f

�2 + ...)

|�(f)� �0(f)| < 2⇡



Relative binning

~60 Frequency bins

Likelihood accuracy

O(102) flops per 
likelihood evaluation



IMRPhenomD_NRTidal
f ∈ (23,1000) Hz



Building a template bank using this understanding

• Can apply “reduced order modeling” on phase unwrapped 
waveforms 

• Trivially low dimension. 

• Very few examples required. 

• Can build optimally gridded template banks by applying SVD 
on unwrapped waveform phases. 

• Similar to Tanaka & Tagoshi (2000). 

• Does not require analytical understanding of �(f)



Outlook

• Parameter estimation speed up at little cost for any 
reasonable accuracy. 

• Will become essential for longer waveforms. O3 BNS, A+, 
ET, LISA parameter estimation. 

• Without relative binning -  

• With relative binning -

Refs: 
Zackay, B. Dai, L., TV, arXiv:1806.08792  
Dai, L., TV, Zackay B., arXiv:1806.08793 
Code at https://bitbucket.org/dailiang8/gwbinning

Nbins ⇠ Ncycles ⇠ 106

Nbins ⇠ 60

https://bitbucket.org/dailiang8/gwbinning

