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|. Supervised learning



Hypothesis: X 4>| Nature |—> y

Physical Logisic egression
modeling: | * y
Statistical model
. . >| Nature I
Algorithmic
modehng: \ Nearest Neighbor

Decision trees

Machine Learning model

Breiman, L., Statistical Modeling: The Two Cultures, Stat. Sci, Volume 16 (2001)
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Definition
Representativeness

Probability distribution, P

=) (,MP, UP)

Sample, S,



Ideal supervised learning
situation

Training sample

Images, colors,
light curves,
etc.

_|_

Classes

Images, colors,
light curves,
etc.




More likely situation in a real
science data set

Target sample

(earn




Features X
L aBoéltépscopy x Photometry

Exposure time 2 x 54s

~ Integration at least 45 minutes

://www.preposterousuniverse.com/blog/2009/10/06/practicality-and-the-universe/




In astro, training means spectra

Representativeness

Samples: Il train (spec) Il target (photo)

Spec (train) Photo (target)
la

Filter
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SN type

Ibc

This is not something
we can change

Sample

From COIN Residence Program #4, Ishida et al., 2019, MNRAS, 483 (1), 2—18



Active Learning

Optimal classification, minimum training

Learn Machine Learning
a model Model

Unlabeled Pool

Labeled Pool

Annotator

(Human or Machine)
Select

queries




AL for SN classification
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From COIN Residence Program #4, Ishida et al., 2019, MNRAS, 483 (1), 2—18



If only it were that simple ...

Window of Opportunity for
Labelling 300+
\
Evolving Samples 200 -
o  We must make query decisions before < ;"
=
we can observe the full LC T ]
N\
100 1 P .\,
Multiple Instruments L/ N
J'.( ’ .\5\. -
{+— —
Evolving Costs 0 | |
o Observing costs for a given object 50 100

changes as it evolves.

Kennamer, Ishida et al., 2020 - arXiv:astro-ph/2010.05941 -

Days since first observation

LSST-DESC and COIN


https://arxiv.org/abs/2010.05941

More 1s not always better

RS = = BatchEntropy ==  BatchKL === USE

Initial training = 1103 Initial training = 10

FoM

20 60 100 140 180 20 60 100 140 180
Days since survey started (epochs)

Kennamer. Ishida et al., 2020 - arXiv:astro-ph/2010.05941 - LSST-DESC and COIN, the RESSPECT team



https://arxiv.org/abs/2010.05941

Now, on real data

e Already available data

e Start with 20 randomly chosen objects
(10 of each class)

e Run through 40 iterations

Moller, Peloton, Ishida et al., - arXiv:astro-ph/2009.10185

EﬂﬂN K

Brokers

Learn Machine Learning
a model Model

Unlabeled Pool
Labeled Pool — s

Annotator

(Human or Machine)
Select
queries

https./fink-broker.org/



https://arxiv.org/abs/2009.10185
https://fink-broker.org/

Early SN Ia classifier in Fink

Since 2020/11:
e Each night, we submit Early SN la candidates
to TNS for spectroscopic follow-up
o The submission is done via bot
o No human inspection required

SN la-91T-like

SN Ic

SN la-pec
SN IIn

e As of 22/03/2021, 310 candidates were
submitted (about 2/day)

e As of 22/03/2021, 205 candidates were
classified as SN (about 1.5/day)

https://fink-broker.org/ Leoni, Ishida et al., in prep



https://fink-broker.org/

We should build recommendation
systems for our targets of interest

e Training samples can be optimize to boost machine
learning efficiency on your science case

e There are caveats 1n using machine learning and we
should avoid off-the-shelf and black bloxes
applications

~10 million transient
candidates/night

Over a total life span of 10 years



https://www.lsst.org/

ll. Unsupervised learning



Anomaly Detection

“An anomaly is an observation which deviates so much from the other observations as to arouse
suspicions that it was generated by a different mechanism”

Hawkins, 1980
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It 1s about Discovery

“An anomaly is an observation which deviates so much from the other observations as to arouse
suspicions that it was generated by a different mechanism”

Hawkins, 1980

Stages of discovery in astronomy: e ) ,
Which mechanism:

Is it something we are familiar with but

e Detection

e Interpretation fail to proper model or recognise?
e Understanding Is it something we have never seen before?
e Acceptance

Is there something new for us to Learn?

In order to identify the unusual we need to have a clear ideal of
what is usual ...

.. and that is a soctal construct. It changes and adapts with time!

Discovery and Classification in Astronomy - by Steven Dick - Cambridge University Press (2013)



Potentially interesting anomalies:

Machine Learning only produces

Candidate 1
Candidate 2
Candidate 3

Observed data set

recommendations

Expert analysis

Get more data

or

Publication

Not interesting W

-

Interesting |

s

Very interesting! J

/

(&

Anomaly detection algorithm

~
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Zwicky Transient Facility DR3

; A\ : ZTF Data Release 3
! ! : 3 .
S N S was expected to contain
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https://ztf.snad.space/

Curiosities

From ZTF DR3: Examples of artifacts

Satellite or Plane Track Bad Column Bad Column

OID=795206400012361 <JIL)J;U?H}Q(nmuwu OID=695211200008024

2018-09-08.135058 2018-09-19.450451 2018-08-17.404688
L

Diffraction Spike Cosmic Ray Defocusing

OID=807204§00037369 795204300009037 0OID=695211100096377
2018-09-04.346759 i 2018-09-07.159549 2018-07-27.409178

Cloe to M31 Centre Ghost Ghost

OID=695211 !{M.H”:;‘ 202 56 o 0OID=795215300018221
2018-11-09.180694 " 2018-09-11.181366

Malanchev et al., 2020 - MNRAS - https.//arxiv.orqg/abs/2012.01419



https://arxiv.org/abs/2012.01419

From ZTF DR3: IW Dra and its echoes
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https://arxiv.org/abs/2012.01419

From ZTF DR3: The Barcelona asteroid

offset {arcsec)

Malanchev et al., 2021 - MNRAS - https.//arxiv.orq/abs/2012.01419
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https://arxiv.org/abs/2012.01419
http://www.youtube.com/watch?v=CPxyvegbxdE

What is a scientifically interesting anomaly?

Problem: Still high incidence of “non-important” anomalies (68 % for ZTF DR3)

Goal: Maximize the number of scientifically interesting anomalies shown to
the expert

Strategy:

[ncorporate human
knowledge in the
machine learning Wh
model ﬂw O%
bohwldere

a. k.a. adaptive learning ...



Potentially interesting anomalies:

Machine Learning only produces
recommendations
Expert analysis /( Not interesting W

Candidate 1
Candidate 2
Candidate 3

Observed data set

-

| Interesting |

p
Get more data > Very interesting! J

/

or

Publication

/

-

~

Anomaly detection algorithm

)




Active Anomaly Detection

Anomaly Detection Algorithm

Object with highest

Data anomaly score
Yes/No - Scores
— {[
Annotator
Stard Heve (Human or Machine)

Show to the expert:
I¢ thic an auoma/y?

2./

Das, S., et al., 2017, in Workshop on Interactive Data Exploration and Analytics (IDEA’17), KDD workshop, arXiv:1708.09441

26



The Open Supernova Catalog

$ SUAD

0.30F
—e— Random sampling

0.25F = Isolation forest
—e— AAD

0.20F
0.15F

0.10F

Fraction of true anomalies

0.05F

0.00F

0o 10 20 30 40
Number of candidates

AAD was able to increase the incidence of trve anomalies
presented to the expert in 50

27
Ishida et al., 2019 - https://arxiv.org/pdf/1909.13260v1.pdf https://snad.space/



https://arxiv.org/pdf/1909.13260v1.pdf
https://snad.space/

$ SUAD

The Open Supernova Catalog

33

AAD on real data

259F NS 11-55dS J9€AP0-STINS |
Z90F NS 11-55dS [719002NS |
£€2L NS 11-55AS ASEI1Sd
BYGET NS 11-8SAS [W200eNS |
[T62€1 NS 11-5SAS | [WPGO0ZNS |
[9120+0001NS | IV66INS
| o4ugTeren) XeL00GNS
(99202 NS 11-5505 | [NL00ZNS |
[68LL1 NS :-mmmm_ [ {W900ZNS |
£712 NS 11-SSAS [A1€002NS |

99281 NS I1-5SAS
[ 11261 NS 11-8s05 |
60GLT NS 1I-5SAS

S3800GNS
qeETOTNS

AbL00ZNS

SPLI-E12ENS MRETOST
[G996T NS 11I-8SAS BE6GINS
qRELOTNS 16£81 NS I1-5SdS

| 92L€1 NS 11-6SAS |
[68G€T NS 11-8SAS |
[G6€61 NS 11-550S |
[Broozs|
[262L1 NS 11-8SAS
66961 NS 11-5SAS

SI900CNS

0T8T NS II-5SdS
wdgr-NSSYSV

ou9T0ENS |

608¢ NS II-SSAS
| 86881 NS I1-SSAS
durgoozNS

dwgozNS 7
[0LTPT NS II-SSAS N

B666TNS T6TLT NS I1-8SdS

0€EY NS II-SSds

4

-

9GLLT NS TI-SSdS

“. wl200ZNS

wlL00ENS
[LF061 NS 11-5S0S |
| €681 NS 11-§5dS
6EELT NS I-SSAS
2669 NS 11-65as | k7
0502 NS 11-S5ds \
[ 82281 NS I1-8SAS \"
[962L1 NS TI-SSas |

6082 NS I1-SSdS
90LT NS I1-SSdS

edpgeTdST

0602 NS I1I-SSdS
\A L¥9L NS 1I-SSdS
O0LTVT NS I1-SSdS
9€4T NS 1I-SSdS
¢90¥ NS 1I-SSAS
8¢c81 NS I1-SSdS
90LT NS II-SSAS
€EL8T NS I1-5SdS
¢669 NS II-SSdS

b

P1€S NS II-SSdS

AAD

GITET NS I1-S8dS

Isolation
forest

Anomaly

28

Gaial6aye

x10~2

—25

x10

x10-26

<+
ZH s 31]

~ =
Xnp{

57650 57675 57700 57725 57750 57650 57675 57700 57725 57750

57650 57675 57700 57725 57750

MID

MID

MID

Fast identification of binary

t

ing even

lens

micro

Ishida et al., 2019 - https://arxiv.org/pdf/1909.13260v1.pdf


https://arxiv.org/pdf/1909.13260v1.pdf

% SUAD
We should plan for the unknown

e In the era of big data, serendipitous discoveries will
not happen

e Adaptive Learning strategies have the potential to
allow the discovery with limited spectroscopic
resources

PS: The SNAD team has just published a set of missed supernova in a variable star catalog
found through an active anomaly detection technique:

https://snad.space/news/sn tns/index.html



https://snad.space/
https://snad.space/news/sn_tns/index.html

THANK
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https://cosmostatistics-initiative.orq/



https://cosmostatistics-initiative.org/

Extra slides



Optimizing observational resources

Experimental detalls

e Simulated data covering 180 observation days

e Data separated into four groups
o  Original training set - 1,103
o 18,216 in pool set
o 1,000 objects each in validation and test sets

e Assumed access to an 8m and 4m telescope for labeling
o 6 hours per telescope on each night

e Pre-processed data with parametric fits (Bazin et al. 2009)

e Observing Costs calculated from brightness estimates of each objects and
telescope properties



Optimizing observational resources

Active Learning details

e Ensemble of Random Forest Classifiers for query decisions

e Four Active Learning Strategies under knapsack constraints:
o Random Sampling

o Uncertainty Sampling
m Entropy used to measure uncertainty

o Batch Entropy
m Measures a joint entropy over batches
m Takes advantage of submodular properties of entropy

o Batch KL-Divergence
m Measures a Joint KL-Divergence/Mutual Information, equivalent to BatchBALD
m Takes advantage of submodular properties of the KL-Divergence/Mutual
Information




