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MOTIVATION

What are the imprints of causality on the S-matrix?

Different notions of causality for the S-matrix, with rich history 
(microcausality, macrocausality, Bogoliubov causality, no Shapiro time advances) 

 
Here: Implement the causal iε prescription in perturbation theory 

and study its implications.
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MOTIVATION

Causality generally thought as encoded in the 
complex analytic structure of the S-matrix.


Complexification of S-matrix standard at this point, multiple practical reasons 
(dispersion relations, on-shell recursion relations, crossing symmetry).


Can we complexify the S-matrix, while being consistent with causality?
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S(s, t⇤) = lim
"!0+

SC(s+ i", t⇤) ?
?
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NOTATION

5

For 2→2 scattering:

2 Unitarity implies anomalous thresholds

Unitarity of the S-matrix, SS† = 1, embodies the physical principle of probability

conservation. It is traditional to separate the non-scattering contribution from S and

call the interacting term T :

S = 1 + iT. (2.1)

The normalization is a convention. Recall that the individual matrix elements of T

contain momentum-conserving delta function �in, out = (2⇡)D �D(Pout + Pin) and can be

normalized to

hout|T |ini = �in, out Tin!out, (2.2)

where Pin and �Pout denote the total incoming and outgoing momenta respectively and

D is the space-time dimension. Similarly, matrix contractions can be resolved using the

identity

1 =
XZ

I

|Ii hI| , (2.3)

where the sum-integral goes over all the intermediate states in a given theory as well as

their phase space (we will return to the normalizations in due time).

As a consequence of unitarity, T has to satisfy

1

2i(T � T †) = 1

2
TT †. (2.4)

For example, when the incoming and outgoing states are identical, |ini = |outi, the

left-hand side is the imaginary part of T . It corresponds to forward scattering, explicitly:

ImTin!in = 1

2

XZ

I

�in, I |Tin!I |
2. (2.5)

where �in, I imposes that the momenta of the intermediate states sum to the total

momentum. Since the argument of the sum-integral is a modulus squared and the

measure is positive, the right-hand side is manifestly positive too. In fact, a textbook

result (see, e.g., [5]) is that the right-hand side is proportional to the total cross-

section for the decay of |ini. This is known as the optical theorem, guaranteeing that

ImTin!in > 0.

For the purpose of studying the analytic properties, however, we can extract more

information from (2.4). Notice that its right-hand side contains holomorphic and anti-

holomorphic contributions. We can fix this by plugging in T † from the left-hand side
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Transfer matrix and matrix elements:

Momentum conservation, solve for u:
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s = (p1 + p2)
2 t = (p2 + p3)

2 u = (p1 + p3)
2
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s+ t+ u =
4X

i=1

M2
i



INTRODUCTION

For 2→2 scattering of lightest particle at low momentum transfer |  |:

6

�t⇤

Real on s-axis, so by the Schwarz reflection principle

s

4M2�t⇤ s-channel

u-channel
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}From i"

I ≈ lim
"→0+

���������
[−�@�V∗ − i"]⇢ for ⇢ < 0,
− log [−� sgn(@�V∗) − i"] for ⇢ = 0. (1)

ImT(s, t∗) = DiscsTC(s, t∗) (2)

s

4M2�t⇤ s-channel

u-channel

Figure 1.1. Analytic structure of the matrix element TC(s, t⇤) for 2 ! 2 scattering of the
lightest state of mass M in theories with a mass gap in the complex s-plane at su�ciently
small fixed t = t⇤ < 0. There are two sets of branch cuts (thick lines) corresponding to normal
thresholds in the s-channel (s > 4M2) and u-channel (u > 4M2 or s < �t⇤). The amplitude
is real in the Euclidean region between them, which can also feature single-particle poles. The
causal way of approaching the physical channels is indicated with arrows. The purpose of this
work is to investigate how this picture generalizes to more realistic theories.

becomes a multi-valued function with an enormously-complicated branch cut structure.

Notwithstanding this obstruction, a lot of progress in understanding the analytic

structure has been made for 2 ! 2 scattering of the lightest state in theories with a

mass gap at low momentum transfer, see, e.g., [4, 30]. An often-invoked application is

the pion scattering process ⇡⇡ ! ⇡⇡ [31–40]. This setup gives rise to the classic picture

of the complex s-plane for su�ciently small physical t = t⇤ < 0 illustrated in Fig. 1.1.

In this toy model, there are branch cuts extending along the real axis with s > 4M2

responsible for s-channel resonances and similarly for s < �t⇤ for the u-channel ones

(by momentum conservation s + t + u = 4M2, so u > 4M2, where M is the mass of

the lightest particle), with possible poles responsible for single-particle exchanges. In

principle, this structure can be argued for non-perturbatively, see, e.g., [41].

It turns out that, in this case, the causal matrix element T in the s-channel is

obtained by approaching TC from the upper-half plane:

T(s, t⇤) = lim
"!0+

TC(s+ i", t⇤) (1.1)

for s > 4M2. Similarly, the u-channel needs to be approached from the s� i" direction.

Because of the branch cut, it is important to access the physical region from the correct

side: the opposite choice would result in the T-matrix with anti-causal propagation.

Establishing such analyticity properties hinges on the existence of the “Euclidean region”,

which is the interval �t⇤ < s < 4M2 where the amplitude is real and meromorphic; see,

e.g., [30].
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INTRODUCTION

How does this picture extend to 
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}massless particles?

UV/IR divergences? 
unstable particles?

s

4M2�t⇤ s-channel

u-channel
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MOTIVATION

When is the imaginary part (unitarity, cutting rules)

 
 

equal to the discontinuity (dispersion relations)? 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A closely related question is whether the imaginary part of the amplitude,

ImT(s, t⇤) =
1

2i

⇣
T(s, t⇤)�T(s, t⇤)

⌘
(1.2)

for physical s is always equal to its discontinuity across the real axis

Discs TC(s, t⇤) = lim
"!0+

1

2i

⇣
TC(s+ i", t⇤)�TC(s� i", t⇤)

⌘
. (1.3)

Recall that it is the former that is the absorptive part of the amplitude related to

unitarity, while the latter enters dispersion relations. So far, the only way for arguing

why (1.2) equals (1.3) relies on the application of the Schwarz reflection principle when

the Euclidean region is present, but whether this equality persists in more general cases

is far from obvious.

It might be tempting to draw a parallel between (1.1) and the Feynman i" prescrip-

tion, though at this stage it is not entirely clear why the two should be related: one gives

a small imaginary part to the external energy, while the other one to the propagators.

So what is the connection between (1.1) and causality? One of the objectives of this

work is studying this relationship and delineating when (1.1) is valid and when it is not.

More broadly, the goal of this paper is to investigate the extension of Fig. 1.1 to

more realistic scattering processes, say those in the Standard Model (possibly including

gravity or other extensions), that might involve massless states, UV/IR divergences,

unstable particles, etc. Little is known about general analyticity properties of such

S-matrix elements. The most naive problem one might expect is that branch cuts in

Fig. 1.1 start sliding onto each other and overlapping, at which moment the Euclidean

region no longer exists and many of the previous arguments break down. But at this

stage, why would we not expect other singularities that used to live outside of the

s-plane to start contributing too? What then happens to the i" prescription in (1.1)?

Clearly, before starting to answer such questions we need to understand the meaning

of singularities of the S-matrix in the first place. This question is tightly connected to

unitarity.

Unitarity and analyticity. Unitarity of the S-matrix, SS† = 1, encodes the physical
principle of probability conservation. Expanded in terms of T and T †, it implies the

constraint
1

2i(T � T †) = 1

2
TT †. (1.4)

This statement is useful because it allows us to relate the right-hand side to the total

cross-section, in a result known as the optical theorem; see, e.g., [5]. However, in order

to be able to probe complex -analytic properties of T and manifest all its singularities, it
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OUTLINE

1. Unitarity:

- Normal and anomalous thresholds 

2. Causality:

- Feynman iε, kinematic iε, branch-cut deformations 

3. Locality (time permitting):

- Fluctuations around branch points

C1 C2

| {z } | {z } | {z }
Tin!C1 TC1!C2 TC2!out

s

9

2

4

1

3

5

6

2

3

4

1

5

6 3

Figure 7.1. Codimension-2 singularities of the triangle-box diagram (two black points) lie
on the intersection of the codimension-1 singularities of the parachute diagram (red) and the
triangle diagram (blue).

exist in integrable two-dimensional S-matrices, see, e.g., [193, 194].

7.4 Absence of codimension-2 singularities

Explicit computations of leading Landau equations reveal that solutions of codimension

larger than one exist, i.e., they cannot be expressed as vanishing of a single polynomial

� = 0 [104]. Arguably the simplest example is the triangle-box diagram illustrated in

Fig. 7.1, which has two codimension-2 solutions located at

s = 3m2 = M2, (7.48)

as well as

s = 3m2 = 3M2, (7.49)

where m and M are the masses of all the internal and external particles respectively.

This seems in tension with analyticity, since one cannot write down a complex-analytic

function with an isolated singularity like this (e.g., �+(s�3m2
)

s�M2 would not be analytic,

while 1

(s�3m2)(s�M2)
would not be codimension-2). As a resolution of this puzzle, let

us demonstrate that these two solutions are really parts of codimension-1 subleading

singularities of the same diagram.
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1. UNITARITY

C1 C2

| {z } | {z } | {z }
Tin!C1 TC1!C2 TC2!out

C1 C2

| {z } | {z } | {z }
Tin!C1 TC1!C2 TC2!out
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HOLOMORPHIC CUTTING RULES

Use             , and               , 
 

 
Expand in                     :


2 Unitarity implies anomalous thresholds
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where �in, I imposes that the momenta of the intermediate states sum to the total

momentum. Since the argument of the sum-integral is a modulus squared and the

measure is positive, the right-hand side is manifestly positive too. In fact, a textbook

result (see, e.g., [5]) is that the right-hand side is proportional to the total cross-
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ImTin!in > 0.

For the purpose of studying the analytic properties, however, we can extract more

information from (2.4). Notice that its right-hand side contains holomorphic and anti-

holomorphic contributions. We can fix this by plugging in T † from the left-hand side
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into the right-hand side as T † = T (1 � iT †):

1

2i(T � T †) = 1

2
(T 2

� iT 2T †)

= 1

2
(T 2

� iT 3
� T 3T †) (2.6)

= 1

2
(T 2

� iT 3
� T 4 + iT 4T †)

= · · · ,

where starting from the second line we kept plugging in the same expression over and

over. Since the trend is clear, formally we can write

1

2i(T � T †) = �
1

2

1X

c=1

(�iT )c+1. (2.7)

Of course, the same result could have been obtained by eliminating T † = (1 + iT )�1T

from (2.4), plugging it back in, and expanding the result perturbatively in T . More

explicitly, at the level of matrix elements T, this sum becomes

1

2i(Tin!out �Tout!in) =
i
2

X

holomorphic

cuts C

(�i)c CutC Tin!out, (2.8)

where each C = C1 [ C2 [ · · · [ Cc is a collection of c unitarity cuts, see Fig. 2.1. Each

individual term is simply given by

CutCTin!out =
XZ

C1,C2,...,Cc

�in,C1�C1,C2 · · · �Cc�1,Cc Tin!C1TC1!C2 · · ·TCc!out . (2.9)

Note that we label cuts by the set of edges that are on shell, and there might be di↵erent

ways of gluing the diagrams that result in the same C. In such cases, (2.8) might

have cancellations. To distinguish between the cuts obtained with (2.5), we call (2.30)

holomorphic cuts, since they do not have an additional complex conjugate.

Notice that (2.7) is much less economical than (2.4), so in practical computations

of the left-hand side, one would prefer the latter. The advantage of writing out (2.7) is

that it makes the answer holomorphic, and the singularity structure completely manifest.

See also [42] for related work.

Each term in the sum corresponds to c unitarity cuts [67], through which only

on-shell states with positive energies are allowed to flow.2 Of course, a given propagator

2We remind the reader that the cutting rules of Cutkosky are not directly related to generalized
unitarity cuts in the sense of [68], which do not impose positivity of energies.
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Im ` =

Cuts13 Cuts23 Cuts123

+ �1 2

3p1

p2 �p4

�p3

Figure 5.13. Unitarity for the triangle diagram in the s-channel, s > 4M2
� t and t < 0.

Both Cuts13 and Cuts23 are the external-mass singularity cuts that are present everywhere,
while Cuts123 is the triangle threshold cut contributing for s > stri.

In D = 4, the integral results in

Cutu
13
Itri = Cutu

23
Itri = �

⇡z

4M2�z
log

✓
1� �z�yz

1 + �z�yz

◆
, (5.106)

where z, �z, and �yz were defined in (5.75) and (5.77). The on-shell delta functions

do not impose any extra constraints on the external kinematics, which is another sign

these cuts contribute everywhere along the real s-axis.

Summing over all the cuts in the u-channel according to (5.92) results in

Im Itri = �
⇡z

4M2�z


2 log

✓
�
1� �z�yz

1 + �z�yz

◆
+ log

✓
�
1 + z

2
+ �y�z

1 + z
2
� �y�z

◆
� i⇡

�
if s < snorm ,

(5.107)

which agrees with Im Itri = �Discs Itri given in (5.90).

5.3.6 Unitarity cuts in the s-channel

Let us now check unitarity in the s-channel, s > 4M2
� t with t < 0. Following the

steps in Sec. 2.3, we have

Im Itri = Cuts
13
Itri + Cuts

23
Itri � Cuts

123
Itri. (5.108)

Similarly to the u-channel, the left-hand side equals the imaginary part because ex-

changing the incoming with outgoing states leaves scalar diagrams invariant. The final

term features an additional minus sign, because it cuts through the diagram twice, i.e.,

c = 2 in the notation of Sec. 2.3. By symmetry we have

Cuts
13
Itri = Cuts

23
Itri, (5.109)

hence we are left with evaluation of only two independent cuts.
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HOLOMORPHIC CUTTING RULES
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�1
2i

✓ ◆
= 1

2 � i
2

� i
2 � i

2 + . . .

In general, expansion implies the holomorphic cutting rules

into the right-hand side as T † = T (1 � iT †):

1

2i(T � T †) = 1

2
(T 2

� iT 2T †)

= 1

2
(T 2

� iT 3
� T 3T †) (2.6)

= 1

2
(T 2

� iT 3
� T 4 + iT 4T †)

= · · · ,

where starting from the second line we kept plugging in the same expression over and

over. Since the trend is clear, formally we can write

1

2i(T � T †) = �
1

2

1X

c=1

(�iT )c+1. (2.7)

Of course, the same result could have been obtained by eliminating T † = (1 + iT )�1T

from (2.4), plugging it back in, and expanding the result perturbatively in T . More

explicitly, at the level of matrix elements T, this sum becomes

1

2i(Tin!out �Tout!in) =
i
2

X

holomorphic

cuts C

(�i)c CutC Tin!out, (2.8)

where each C = C1 [ C2 [ · · · [ Cc is a collection of c unitarity cuts, see Fig. 2.1. Each

individual term is simply given by

CutCTin!out =
XZ

C1,C2,...,Cc

�in,C1�C1,C2 · · · �Cc�1,Cc Tin!C1TC1!C2 · · ·TCc!out . (2.9)

Note that we label cuts by the set of edges that are on shell, and there might be di↵erent

ways of gluing the diagrams that result in the same C. In such cases, (2.8) might

have cancellations. To distinguish between the cuts obtained with (2.5), we call (2.30)

holomorphic cuts, since they do not have an additional complex conjugate.

Notice that (2.7) is much less economical than (2.4), so in practical computations

of the left-hand side, one would prefer the latter. The advantage of writing out (2.7) is

that it makes the answer holomorphic, and the singularity structure completely manifest.

See also [42] for related work.

Each term in the sum corresponds to c unitarity cuts [67], through which only

on-shell states with positive energies are allowed to flow.2 Of course, a given propagator

2We remind the reader that the cutting rules of Cutkosky are not directly related to generalized
unitarity cuts in the sense of [68], which do not impose positivity of energies.
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WHY NOT IN PREVIOUS 2→2 EXAMPLE?

s

4M2�t⇤ s-channel

u-channel

Thresholds occur when process is allowed classically

t1 t2 t3 · · ·

xµ
1

Figure 5.1. Unitarity cuts with time ordering t1 < t2 < t3 < · · · . The first vertex occurring
at x0

1
< t1 is classically forbidden if the incoming particle is stable. For 2 ! 2 scattering of

stable particles, this argument shows that both incoming and both outgoing particles have to
meet at a single vertex, which forbids anomalous thresholds from contributing in the physical
regions.

where m1, m2, . . ., mR are the masses of the intermediate particles with R > 1.

Singularities might be branch points or poles. Recall that accounting for mass shifts

and decay widths, we should replace

m2

e ! m2

e � ime�e, (5.2)

where me > 0 is the shifted mass and �e > 0 is the particle width. Hence, ↵-positive

singularities in the s-channel are located either directly on the real s-axis when all

the intermediate particles are stable (�e = 0), or below it in the presence of unstable

particles (�e > 0). In addition, one can show [151] that for a quantum field theory with

a finite spectrum of particles, the number of singular points (5.1) remains finite even

after summing over all the Feynman diagrams.

The goal is to prove that under the above assumptions, there exists an infinitesimal

strip of analyticity right above the s-axis in the physical regions, which in addition

allows the causal S-matrix to be defined is a way consistent with the Feynman i"

prescription. Note that naively one would simply want to deform the internal masses

m2

e ! m2

e � i" and conclude that all the normal-threshold branch cuts are deformed to

the lower-half planes and hence s+ i" is the direction consistent with causality. This

argument, however, is not complete because it does not take into account that adding

the i" by hand could have moved some complex anomalous thresholds to the real axis,

and moreover it does not constrain branch cuts that do not have a branch point in the

physical region. Therefore, more work is necessary for the proof. We split this problem

into two stages: first considering the singular points (5.1) lying on the real axis and

then the remaining non-singular points. We will work diagram-by-diagram and show

that all their i" rules are consistent with each other, as a refinement of the arguments

presented in [66, Sec. III].

– 71 –

Lightest particle cannot decay 
→ the two incoming (outgoing) particles meet at a vertex 

→ only normal thresholds in physical regions
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ANOMALOUS THRESHOLD IN STANDARD MODEL

p

K+

⇡+

⇡0 ⇡0

p

K+

Location of peak 
(finite width will result 

in Breit-Wigner like softening)

p

K+

⇡+

⇡0 ⇡0

p

K+

Figure 2.2. Example of an anomalous threshold in the K+p ! K+p scattering by pions
(inset). The plot represents the position of the corresponding resonance in the phase space
parametrized by the center-of-mass energy

p
s and the scattering angle ✓. The masses are

(mK+ ,mp,m⇡0 ,m⇡+) ⇡ (494, 938, 135, 140)MeV [69].

by (2.7), anomalous thresholds are a central part of understanding the S-matrix as

a consequence of unitarity. In contrast with normal thresholds, they are no longer

localized in space. Unfortunately, much less is known about them, and in particular,

their kinematic dependence does not admit a simple solution as (2.10). One of the

points of this work is to better understand their properties. In Sec. 5.1 we will show

that for 2 ! 2 scattering of external stable particles specifically, anomalous thresholds

do not contribute in physical processes.

Let us illustrate the simplest appearance of anomalous thresholds on an example

of kaon-proton scattering K+p ! K+p mediated by pions ⇡0 and ⇡+ [70], illustrated

in Fig. 2.2. Here the kaon decays into two pions (at the branching ratio ⇠ 21% [69]),

one of which scatters elastically o↵ a proton and then together with the remaining pion

decays away to a kaon. It is straightforward to work out that the triangle scattering is

only viable as a classical configuration when the center-of-mass energy
p
s is related to

the scattering angle ✓ through

cos ✓ = 1�
2s

�
m2

K+ � (m⇡0 +m⇡+)2
� �

m2

K+ � (m⇡0 �m⇡+)2
�

m2

⇡+ (s� (mK+ +mp)2) (s� (mK+ �mp)2)
. (2.11)

The position of the anomalous threshold in terms of these variables is plotted in Fig. 2.2.

If such an experiment was feasible, quantum field theory would predict a resonance

peak at those values of energies and angles. The threshold starts being kinematically

allowed at
p
s ⇡ 2GeV giving backward scattering, ✓ = ⇡, while in the high-energy

– 20 –

16



2. CAUSALITY

s s

17



ALGEBRAIC CONDITIONS FOR CAUSALITY

Goal: Find    prescription consistent with causality


Here: Investigate in perturbation theory


Result: algebraic conditions for branch cuts, branch points and causality 
in terms of worldline action V:

Figure 4.4. Example Landau curves: Leading singularity for the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c process

illustrated in Fig. 4.3 (right).

Sec. 3.1] one finds the leading singularity in terms of sij = (pi + pj)2:

�tbox = (s12s15 � s12s23 � s15s45 + s34s45 + s23s34)
2
� 4s23s34s45(s34�s12�s15), (4.34)

which reproduces the branch point identified in [133, Eq. (2.7)].

In order to give a hint at how quickly the Landau singularities get out of hand, let us

consider the Standard Model process illustrated in Fig. 4.3 (right). Its analytic solution

is presently intractable analytically, but we can numerically plot the singularities in the

real st-plane using the tools from [104]. The results for the leading singularities are

shown in Fig. 4.4 at two di↵erent magnifications. The ↵-positive singularities are shown

in orange and the remaining ones in blue. One can observe that some components of the

↵-positive singularities lie within the physical regions denoted in gray, which means they

contribute on the physical sheet. Of course this specific process is highly suppressed

compared to lower-loop and lower-point processes for ⌅0

c⇤
+

c scattering, because of the

three-loop phase-space factor, and since each of the vertex factors indicated in Fig. 4.3

(right) corresponds to multiple interactions.

Summary. We can summarize the condition on V that determine di↵erent aspects of

analyticity as follows:

V = 0 for any ↵’s , branch cut (4.35)

@↵eV = 0 for any ↵’s , branch point (4.36)

– 63 –

ImV > 0 for all ↵’s , causal branch (4.37)

Together, they allow us to determine properties of Feynman integrals without explicit

computations. As we will see in later sections, multiple other properties of Feynman

integrals can be determined in terms of V . For example, the sign of @sV determines the

direction of the branch cut, while the Hessian @↵e@↵e0V describes local behavior near

thresholds.

4.3 Complexifying worldlines

It is now straightforward to generalize the derivation of Sec. 3.6 to perform causal

branch-cut deformations for an arbitrary Feynman integral. The consistent way of doing

so is introducing small phases to each Schwinger parameter:

↵̂e = ↵e exp (i" @↵eV) . (4.38)

These are designed precisely to have the same e↵ect as the Feynman i", i.e., select the

causal branch of the Feynman integral. To see this, let us consider the e↵ect of (4.38)

on the action, V̂ = V(↵̂e):

V̂ = V + i"
EX

e=1

↵e(@↵eV)
2 +O("2), (4.39)

where one power of @↵eV came from a Taylor series around ↵̂e = ↵e and the other from

the shift ↵̂e = ↵e(1 + i"@↵eV + . . .) itself. Since ↵e > 0 and V is real for real kinematics,

for su�ciently small " we must have

ImV̂ > 0. (4.40)

Moreover, the equality only happens when all @↵eV vanish identically, i.e., on the

singularity. We thus conclude that the contour deformation (4.38) deforms branch cuts

in the causal way, without a↵ecting positions of branch points.5

The above contour deformations also give practical means of performing the in-

tegration numerically. The Jacobian for the change of variables (4.38) is J = detJ

5Let us remark that we could have used an alternative deformation ↵̂e = ↵e exp
�
i"@↵eV

�
, which

results in ImV̂ > 0 for su�ciently small " even for complex kinematics. It is not clear which of the two
prescriptions is more useful in the complex plane. We use (4.38) because holomorphic dependence on
the external kinematics makes it manifest that the resulting integral is analytic.
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SCHWINGER-PARAMETRIZATION OF BUBBLE

`

p� `

p

↵1

↵2

s

Figure 3.1. Bubble diagram labelled by the loop momentum ` (left) and the Schwinger
parameters ↵1 and ↵2 (right). The internal particles have masses m1 and m2.

Ibub =
i

⇡D/2~2 lim
"!0+

Z

R1,D�1

dD`

Z 1

0

d↵1

Z 1

0

d↵2 exp


i

~

⇣
`2(↵1+↵2) (3.4)

+ (p2 � 2` · p)↵2 � (m2

1
� i")↵1 � (m2

2
� i")↵2

⌘�
.

Since the exponent is quadratic in the loop momentum `µ, we can attempt to perform

the Gaussian integral which has its peak at

`µ = pµ
↵2

↵1+↵2

. (3.5)

However, since the integration contour in the loop-momentum space runs over `µ 2

R1,D�1 with `2 = (`0)2 � ~̀2, the argument of the exponent in (3.4) varies between being

positive and negative along this contour. But in order to perform the Gaussian integral,

we must make sure that the integrand decays su�ciently fast as `µ ! ±1, which is

ambiguous when `2 does not have a definite sign. Hence, before evaluating the Gaussian

integral, we use Wick rotation to deform the integration contour from Lorentzian R1,D�1

to Euclidean RD. One needs to be careful, because this deformation must be done

without encountering any singularities.

Let us explain how to perform the Wick rotation. We start with changing variables

with `µ ! `µ + pµ ↵2
↵1+↵2

, resulting in

Ibub =
i

⇡D/2~2 lim
"!0+

Z

R1,D�1

dD`

Z 1

0

d↵1

Z 1

0

d↵2 exp


i

~

⇣
`2(↵1+↵2) (3.6)

+ s
↵1↵2

↵1 + ↵2

� (m2

1
� i")↵1 � (m2

2
� i")↵2

⌘�
.

The roots of the polynomial in `0 in the numerator are at

`0± = ±

s
~̀2 � s

↵1↵2

(↵1 + ↵2)
2
+

m2

1
↵1 +m2

2
↵2

↵1 + ↵2

� i". (3.7)

By expanding in ", we see that for any real value of ~̀, the root `0
+
lies in the fourth
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3 Primer on the analytic S-matrix

The purpose of this section is to give a gentle introduction to the analytic aspects

of Feynman integrals on the simple example of the bubble diagram, many of which

have never appeared in the previous literature. In particular, one of the goals is to

understand the ingredients leading to the plots in Fig. 1.3. While rather elementary,

it will allow us to develop intuition and illustrate the key points relevant for general

multi-loop diagrams studied in Sec. 4. Throughout this section, we point out which

facets of the analysis generalize straightforwardly and which are more intricate.

3.1 From loop momenta to Schwinger parameters

Arguably the simplest Feynman integral we can write down corresponds to the scalar

bubble diagram. In the loop-momentum space, it is given by

Ibub(s) = lim
"!0+

Z

R1,D�1

dD`

i⇡D/2

1

[`2 �m2

1
+ i"][(p� `)2 �m2

2
+ i"]

, (3.1)

where me are the masses of the two internal edges and pµ is the incoming momentum,

see Fig. 3.1. We ignore coupling constants: the overall normalization is introduced only

for later convenience. The propagators feature the Feynman i" prescription ensuring

causality. Strictly speaking, the above integral is only defined in the physical region,

requiring for example, that the center-of-mass energy
p
s =

p
p2 is positive.

The representation (3.1) is rarely used in practical computations. For one thing, it

does not manifest the fact that the result is a function of the Mandelstam invariant s.

But more importantly, the number of integrations can be drastically reduced. To this

end, we use the Schwinger trick4

�1

q2e �m2
e + i"

=
i

~

Z 1

0

d↵e exp


i

~(q
2

e �m2

e + i")↵e

�
(3.3)

for each propagator, e = 1, 2. Note that from this perspective, the i" is needed for

convergence of the integral as ↵e ! 1. This gives us

4For future reference, let us spell out the identity:

Z 1

0

d�

�1�B
e

i
~�A = (�i~)B �(B)

(�A)B
for ReB > 0 and ImA > 0, (3.2)

where for non-integer B’s we chose the branch cut to run just below the positive real axis in the
A-plane.
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Introduce Schwinger parameters ↵e for every internal line:

19



SCHWINGER-PARAMETRIZATION OF BUBBLE

Performing momentum integrals results in 
 
 
 
 

where V is the worldline action:

`0

`0+

`0�

Figure 3.2. Figure-eight contour in the `0-plane showing equivalence of the Lorentzian
contour `0 2 R and its Wick rotation `0 = i`0E 2 iR, defining the Euclidean loop momentum

`µE = (`0E ,
~̀).

quadrant of the complex `0-plane: it is either right below the positive real axis or to

the right of the negative imaginary axis. Similarly, the root `0� always lies in the second

quadrant. We therefore see by Cauchy’s residue theorem that the contour integral of

the figure-eight contour in Fig. 3.2 is zero. Since the integrand goes like ⇠ d`0(`0)D�5

at large |`0|, the arcs at infinity vanish in D < 4, and hence the integral over the real

`0-axis is the same as the one along the imaginary `0-axis. The failure of this procedure

in D > 4 is precisely a sign of a UV divergence.

Finally, we change variables to `0 = i`0E, so that in terms of the Euclidean loop

momentum `µE = (`0E, ~̀), the contour in (3.6) can be taken over RD with all-minus

signature, i.e., `2E = �|`E|2. Accounting for the Jacobian factor of i, the integral

becomes:

Ibub = �
1

⇡D/2~2 lim
"!0+

Z

RD

dD`E

Z 1

0

d↵1

Z 1

0

d↵2 exp


i

~

⇣
`2E(↵1+↵2) (3.8)

+ s
↵1↵2

↵1 + ↵2

� (m2

1
� i")↵1 � (m2

2
� i")↵2

⌘�
.

Now, we can simply perform the Gaussian integral in `µE, which gives

Ibub = (�i~)D/2�2 lim
"!0+

Z 1

0

d↵1 d↵2

(↵1+↵2)D/2
exp


i

~

⇣
V + i"(↵1+↵2)

⌘�
, (3.9)

with

V = s
↵1↵2

↵1+↵2

�m2

1
↵1 �m2

2
↵2. (3.10)

It is now manifest that the result depends only on the Mandelstam invariant s = p2 and
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SCHWINGER-PARAMETRIZATION

Takeaway points: 
Algebraic formula for any Feynman integral 

Integration over exponential of worldline action

4 Singularities as classical saddle points

In this section we explain how the conceptual points illustrated in Sec. 3 on the example

of the bubble diagram generalize to an arbitrary Feynman integral.

4.1 Parametric representation

Let us denote the total number of external legs and internal edges with n and E

respectively, as well as the number of loops with L. In terms of Schwinger parameters,

the Feynman integral can be written as

I = (�i~)�d lim
"!0+

Z 1

0

dE↵

UD/2
N exp


i

~

⇣
V + i"

P
E

e=1
↵e

⌘�
. (4.1)

The integration goes over all non-negative values of the Schwinger parameters ↵e, with

one associated to every propagator. The infinitesimal i" only enters the exponent to

ensure suppression at infinity and is taken to zero at the end of the computation. The

action

V =
F

U
(4.2)

is a ratio of two Symanzik polynomials, which are determined entirely in terms of

combinatorics of the corresponding Feynman diagram. The first polynomial does not

have any kinematic dependence and reads

U =
X

spanning

treesT

Y

e/2T

↵e, (4.3)

where the sum runs over all possible spanning trees T of the Feynman diagram obtained

by removing exactly L propagators. For each T , the corresponding term is weighted

with a product of the Schwinger parameters not present in that specific spanning tree.

Note that (4.3) is manifestly positive on the integration contour. The second Symanzik

polynomial is defined similarly:

F =
X

spanning

two-trees
TLtTR

p2L
Y

e/2TLtTR

↵e � U

EX

e=1

m2

e↵e, (4.4)

where the sum goes over all spanning two-trees TL t TR, that is, disjoint unions of

spanning trees TL and TR. Each of them separates the Feynman diagram into two

sets of external particles L and R. Therefore, the total momentum flowing across the

two trees is pµL = �pµR. Every term in the first sum is weighted with the square of
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For any Feynman integral:
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with a product of the Schwinger parameters not present in that specific spanning tree.

Note that (4.3) is manifestly positive on the integration contour. The second Symanzik

polynomial is defined similarly:

F =
X

spanning

two-trees
TLtTR

p2L
Y

e/2TLtTR

↵e � U

EX

e=1

m2

e↵e, (4.4)

where the sum goes over all spanning two-trees TL t TR, that is, disjoint unions of

spanning trees TL and TR. Each of them separates the Feynman diagram into two

sets of external particles L and R. Therefore, the total momentum flowing across the

two trees is pµL = �pµR. Every term in the first sum is weighted with the square of
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4 Singularities as classical saddle points

In this section we explain how the conceptual points illustrated in Sec. 3 on the example

of the bubble diagram generalize to an arbitrary Feynman integral.

4.1 Parametric representation

Let us denote the total number of external legs and internal edges with n and E

respectively, as well as the number of loops with L. In terms of Schwinger parameters,

the Feynman integral can be written as

I = (�i~)�d lim
"!0+

Z 1

0

dE↵

UD/2
N exp


i

~

⇣
V + i"

P
E

e=1
↵e

⌘�
. (4.1)

The integration goes over all non-negative values of the Schwinger parameters ↵e, with

one associated to every propagator. The infinitesimal i" only enters the exponent to

ensure suppression at infinity and is taken to zero at the end of the computation. The

action

V =
F

U
(4.2)
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SINGULARITIES AND BRANCH CUTS

Using this Schwinger-parametrization, we find

22

Causality requires

Figure 4.4. Example Landau curves: Leading singularity for the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c process

illustrated in Fig. 4.3 (right).

Sec. 3.1] one finds the leading singularity in terms of sij = (pi + pj)2:

�tbox = (s12s15 � s12s23 � s15s45 + s34s45 + s23s34)
2
� 4s23s34s45(s34�s12�s15), (4.34)

which reproduces the branch point identified in [133, Eq. (2.7)].

In order to give a hint at how quickly the Landau singularities get out of hand, let us

consider the Standard Model process illustrated in Fig. 4.3 (right). Its analytic solution

is presently intractable analytically, but we can numerically plot the singularities in the

real st-plane using the tools from [104]. The results for the leading singularities are

shown in Fig. 4.4 at two di↵erent magnifications. The ↵-positive singularities are shown

in orange and the remaining ones in blue. One can observe that some components of the

↵-positive singularities lie within the physical regions denoted in gray, which means they

contribute on the physical sheet. Of course this specific process is highly suppressed

compared to lower-loop and lower-point processes for ⌅0

c⇤
+

c scattering, because of the

three-loop phase-space factor, and since each of the vertex factors indicated in Fig. 4.3

(right) corresponds to multiple interactions.

Summary. We can summarize the condition on V that determine di↵erent aspects of

analyticity as follows:

V = 0 for any ↵’s , branch cut (4.35)

@↵eV = 0 for any ↵’s , branch point (4.36)
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ImV > 0 for all ↵’s , causal branch (4.37)

Together, they allow us to determine properties of Feynman integrals without explicit

computations. As we will see in later sections, multiple other properties of Feynman

integrals can be determined in terms of V . For example, the sign of @sV determines the

direction of the branch cut, while the Hessian @↵e@↵e0V describes local behavior near

thresholds.

4.3 Complexifying worldlines

It is now straightforward to generalize the derivation of Sec. 3.6 to perform causal

branch-cut deformations for an arbitrary Feynman integral. The consistent way of doing

so is introducing small phases to each Schwinger parameter:

↵̂e = ↵e exp (i" @↵eV) . (4.38)

These are designed precisely to have the same e↵ect as the Feynman i", i.e., select the

causal branch of the Feynman integral. To see this, let us consider the e↵ect of (4.38)

on the action, V̂ = V(↵̂e):

V̂ = V + i"
EX

e=1

↵e(@↵eV)
2 +O("2), (4.39)

where one power of @↵eV came from a Taylor series around ↵̂e = ↵e and the other from

the shift ↵̂e = ↵e(1 + i"@↵eV + . . .) itself. Since ↵e > 0 and V is real for real kinematics,

for su�ciently small " we must have

ImV̂ > 0. (4.40)

Moreover, the equality only happens when all @↵eV vanish identically, i.e., on the

singularity. We thus conclude that the contour deformation (4.38) deforms branch cuts

in the causal way, without a↵ecting positions of branch points.5

The above contour deformations also give practical means of performing the in-

tegration numerically. The Jacobian for the change of variables (4.38) is J = detJ

5Let us remark that we could have used an alternative deformation ↵̂e = ↵e exp
�
i"@↵eV

�
, which

results in ImV̂ > 0 for su�ciently small " even for complex kinematics. It is not clear which of the two
prescriptions is more useful in the complex plane. We use (4.38) because holomorphic dependence on
the external kinematics makes it manifest that the resulting integral is analytic.
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V : ratio of polynomials in ↵’s, homogenous with degree 1

this momentum (a Mandelstam invariant sij or an external mass squared M2

i ) times

the product of Schwinger parameters of the removed propagators, while the second

sum involves the internal masses me. The polynomials U and F are homogeneous in

Schwinger parameters, with degrees L and L+1 respectively, as is evident from their

definitions. As a result, the action V has degree 1, and it is also linear in the Mandelstam

invariants and masses-squared of the internal and external particles.

The most general Feynman integral (4.1) also contains a numerator N encoding

the interaction vertices, polarizations, colors, etc. One can show that it is always a

polynomial in the Schwinger parameters ↵e and U
�1. Because of this, the numerator

N cannot introduce new kinematic singularities (though it can remove them), so its

detailed discussion is not necessary for our purposes. We review the derivation of (4.1)

from the loop-momentum representation of Feynman integrals in App. A, and refer

interested readers to [96, 112] for more details. For us, the only relevant fact is that N

is a sum of homogeneous functions with degrees dN , dN+1, . . . , 0 with dN 6 0.

There is an overall rescaling symmetry ↵e ! �↵e associated to dilating the whole

Feynman diagram by an overall scale �. Integrating it out results in the expression

I = �(d) lim
"!0+

Z
dE↵

GL(1)

eN
UD/2(�V � i")d

, (4.5)

where eN is now homogeneous with degree dN in Schwinger parameters (for scalar

diagrams with no derivative interactions we have N = eN = 1). We have also used the

degree of divergence

d = E� LD/2 + dN . (4.6)

In the above formula it is important to not pull out the minus sign from (�V � i")d,

because we want to be careful about the branch cut of the integrand whenever d is

not an integer, for example when using dimensional regularization. In particular, the

above expression manifests the overall UV divergence since �(d) diverges whenever

d is a non-positive integer. As is conventional, we expressed the result as an integral

“modded out” by the action of the GL(1). Two particular choices for implementing

this in practice are the ones we already encountered in Sec. 3: either setting a single

Schwinger parameter to 1 or their sum to 1, i.e.,

Z
dE↵

GL(1)
(· · · ) =

Z 1

0

dE�1↵ (· · · )
���
↵E=1

=

Z

�E�1

dE�1↵ (· · · )
���
↵E=1�

PE�1
e=1 ↵e

(4.7)

where �E�1 = {0 < ↵1 < ↵2 < · · · < ↵E�1 < 1} is a simplex.
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Figure 4.4. Example Landau curves: Leading singularity for the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c process

illustrated in Fig. 4.3 (right).

Sec. 3.1] one finds the leading singularity in terms of sij = (pi + pj)2:

�tbox = (s12s15 � s12s23 � s15s45 + s34s45 + s23s34)
2
� 4s23s34s45(s34�s12�s15), (4.34)

which reproduces the branch point identified in [133, Eq. (2.7)].

In order to give a hint at how quickly the Landau singularities get out of hand, let us

consider the Standard Model process illustrated in Fig. 4.3 (right). Its analytic solution

is presently intractable analytically, but we can numerically plot the singularities in the

real st-plane using the tools from [104]. The results for the leading singularities are

shown in Fig. 4.4 at two di↵erent magnifications. The ↵-positive singularities are shown

in orange and the remaining ones in blue. One can observe that some components of the

↵-positive singularities lie within the physical regions denoted in gray, which means they

contribute on the physical sheet. Of course this specific process is highly suppressed

compared to lower-loop and lower-point processes for ⌅0

c⇤
+

c scattering, because of the

three-loop phase-space factor, and since each of the vertex factors indicated in Fig. 4.3

(right) corresponds to multiple interactions.

Summary. We can summarize the condition on V that determine di↵erent aspects of

analyticity as follows:

V = 0 for any ↵’s , branch cut (4.35)

@↵eV = 0 for any ↵’s , branch point (4.36)
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Feynman integral lays out branch points and branch cuts

Physical sheet: Values of external variables accessible from physical region 
using analytic continuation, without crossing branch cuts

s

4M2�t⇤ s-channel

u-channel

By definition: Singularities with all     are  potentially 
on the physical sheet, others are not

From i"

I ≈ lim
"→0+

���������
[−�@�V∗ − i"]⇢ for ⇢ < 0,
− log [−� sgn(@�V∗) − i"] for ⇢ = 0. (1)

ImT(s, t∗) = DiscsTC(s, t∗) (2)

i" (3)

∀↵e � 0 (4)

+i" − i" (5)

� �
m
�# (6)
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We found condition for leading-singularity branch points: 
 
 

Referred to as Landau equations, give conditions for singularities

Figure 4.4. Example Landau curves: Leading singularity for the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c process

illustrated in Fig. 4.3 (right).

Sec. 3.1] one finds the leading singularity in terms of sij = (pi + pj)2:

�tbox = (s12s15 � s12s23 � s15s45 + s34s45 + s23s34)
2
� 4s23s34s45(s34�s12�s15), (4.34)

which reproduces the branch point identified in [133, Eq. (2.7)].

In order to give a hint at how quickly the Landau singularities get out of hand, let us

consider the Standard Model process illustrated in Fig. 4.3 (right). Its analytic solution

is presently intractable analytically, but we can numerically plot the singularities in the

real st-plane using the tools from [104]. The results for the leading singularities are

shown in Fig. 4.4 at two di↵erent magnifications. The ↵-positive singularities are shown

in orange and the remaining ones in blue. One can observe that some components of the

↵-positive singularities lie within the physical regions denoted in gray, which means they

contribute on the physical sheet. Of course this specific process is highly suppressed

compared to lower-loop and lower-point processes for ⌅0

c⇤
+

c scattering, because of the

three-loop phase-space factor, and since each of the vertex factors indicated in Fig. 4.3

(right) corresponds to multiple interactions.

Summary. We can summarize the condition on V that determine di↵erent aspects of

analyticity as follows:

V = 0 for any ↵’s , branch cut (4.35)

@↵eV = 0 for any ↵’s , branch point (4.36)

– 63 –

Figure 4.4. Example Landau curves: Leading singularity for the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c process

illustrated in Fig. 4.3 (right).

Sec. 3.1] one finds the leading singularity in terms of sij = (pi + pj)2:

�tbox = (s12s15 � s12s23 � s15s45 + s34s45 + s23s34)
2
� 4s23s34s45(s34�s12�s15), (4.34)

which reproduces the branch point identified in [133, Eq. (2.7)].

In order to give a hint at how quickly the Landau singularities get out of hand, let us

consider the Standard Model process illustrated in Fig. 4.3 (right). Its analytic solution

is presently intractable analytically, but we can numerically plot the singularities in the

real st-plane using the tools from [104]. The results for the leading singularities are

shown in Fig. 4.4 at two di↵erent magnifications. The ↵-positive singularities are shown

in orange and the remaining ones in blue. One can observe that some components of the

↵-positive singularities lie within the physical regions denoted in gray, which means they

contribute on the physical sheet. Of course this specific process is highly suppressed

compared to lower-loop and lower-point processes for ⌅0

c⇤
+

c scattering, because of the

three-loop phase-space factor, and since each of the vertex factors indicated in Fig. 4.3

(right) corresponds to multiple interactions.

Summary. We can summarize the condition on V that determine di↵erent aspects of

analyticity as follows:

V = 0 for any ↵’s , branch cut (4.35)

@↵eV = 0 for any ↵’s , branch point (4.36)

– 63 –

p1

p2 p3

p5

p4

⇤+
c ⇤+

c

⌅0
c ⌅0

c

p

K� K�

⇤

⇡+ ⇡+

Figure 4.3. Left: The two-box master integral with all the internal edges and external
legs massless except for the corner mass p2

1
= M2

1
> 0, whose leading singularity is given

in (4.34). Right: A contribution to the ⌅0
c⇤

+
c ! ⌅0

c⇤
+
c elastic scattering mediated by pi-

ons ⇡+, kaons K�, a lambda baryon ⇤, and a proton p. Recall that their masses are
(M⌅0

c
,M

⇤
+
c
,m⇡+ ,mK� ,mp,m⇤) ⇡ (2467, 2286, 140, 494, 938, 1116)MeV [69]. Its leading singu-

larities are illustrated in Fig. 4.4.

i 6 j that only depends on the external kinematics. Since the right-hand side of (4.30)

is a constant independent of the choice of i, we can once again rewrite this constraint

as a matrix equation

det


0 ~1|

~1 y

�
= 0, (4.31)

where ~1 is a length-n vector of 1’s. This is the so-called Cayley–Menger determinant

and is equivalent to the Gram-determinant condition det0G = 0 stated above. More

details on the one-loop family of integrals will be given in Sec. 7.5.2.

As concrete examples of n-gon Landau singularities, we return back to the u-triangle

and su-box diagrams considered in (4.15) and (4.16). When setting internal masses to

m and external masses to M for simplicity, we find leading singularities at

�tri(u) = u[m2u+M2(M2
� 4m2)], (4.32)

�box(s, u) = su[su+ 4m2t� 4M2]. (4.33)

The full singularities of the su-box diagram with non-zero masses are given by the leading

singularity at �box(s, u) = 0; subleading singularities for the triangles: �tri(s) = 0

and �tri(u) = 0; together with the bubble singularities: �bub(s) = 0 and �bub(u) = 0.

The second-type singularities are the branches u = 0 and su = 0 in (4.32) and (4.33)

respectively.

As a more advanced example, consider the diagram shown in Fig. 4.3 (left), which

is a master integral contributing to the two-loop virtual QCD corrections for two-

jet-associated W, Z or Higgs-boson production [133]. Using the algorithm from [104,
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Landau Equations

Determine potential branch points of A ∝ ∫ dDLki
1

�↵1`21−m2
1+�+↵E`2E−m2

1�E

p3 ↵1

↵3

↵4

↵2

↵6

↵5

p2

p1

Either ↵i = 0 or `2i =m2
i , & ∑±↵i`i = 0 around every loop.

LANDAU EQUATIONS IN MOMENTUM SPACE

`

p� `

p

↵1

↵2

s

Figure 3.1. Bubble diagram labelled by the loop momentum ` (left) and the Schwinger
parameters ↵1 and ↵2 (right). The internal particles have masses m1 and m2.

Ibub =
i

⇡D/2~2 lim
"!0+

Z

R1,D�1

dD`

Z 1

0

d↵1

Z 1

0

d↵2 exp


i

~

⇣
`2(↵1+↵2) (3.4)

+ (p2 � 2` · p)↵2 � (m2

1
� i")↵1 � (m2

2
� i")↵2

⌘�
.

Since the exponent is quadratic in the loop momentum `µ, we can attempt to perform

the Gaussian integral which has its peak at

`µ = pµ
↵2

↵1+↵2

. (3.5)

However, since the integration contour in the loop-momentum space runs over `µ 2

R1,D�1 with `2 = (`0)2 � ~̀2, the argument of the exponent in (3.4) varies between being

positive and negative along this contour. But in order to perform the Gaussian integral,

we must make sure that the integrand decays su�ciently fast as `µ ! ±1, which is

ambiguous when `2 does not have a definite sign. Hence, before evaluating the Gaussian

integral, we use Wick rotation to deform the integration contour from Lorentzian R1,D�1

to Euclidean RD. One needs to be careful, because this deformation must be done

without encountering any singularities.

Let us explain how to perform the Wick rotation. We start with changing variables

with `µ ! `µ + pµ ↵2
↵1+↵2

, resulting in

Ibub =
i

⇡D/2~2 lim
"!0+

Z

R1,D�1

dD`

Z 1

0

d↵1

Z 1

0

d↵2 exp


i

~

⇣
`2(↵1+↵2) (3.6)

+ s
↵1↵2

↵1 + ↵2

� (m2

1
� i")↵1 � (m2

2
� i")↵2

⌘�
.

The roots of the polynomial in `0 in the numerator are at

`0± = ±

s
~̀2 � s

↵1↵2

(↵1 + ↵2)
2
+

m2

1
↵1 +m2

2
↵2

↵1 + ↵2

� i". (3.7)

By expanding in ", we see that for any real value of ~̀, the root `0
+
lies in the fourth
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For bubble integral,

Solutions are codimension      constraints on external kinematics: 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`2 = m2
1 (p� `)2 = m2

2 ↵1`
µ + ↵2(`� p)µ = 0
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BACK TO CAUSALITY

We are now equipped with the condition:

26

ImV > 0 for all ↵’s , causal branch (4.37)

Together, they allow us to determine properties of Feynman integrals without explicit

computations. As we will see in later sections, multiple other properties of Feynman

integrals can be determined in terms of V . For example, the sign of @sV determines the

direction of the branch cut, while the Hessian @↵e@↵e0V describes local behavior near

thresholds.

4.3 Complexifying worldlines

It is now straightforward to generalize the derivation of Sec. 3.6 to perform causal

branch-cut deformations for an arbitrary Feynman integral. The consistent way of doing

so is introducing small phases to each Schwinger parameter:

↵̂e = ↵e exp (i" @↵eV) . (4.38)

These are designed precisely to have the same e↵ect as the Feynman i", i.e., select the

causal branch of the Feynman integral. To see this, let us consider the e↵ect of (4.38)

on the action, V̂ = V(↵̂e):

V̂ = V + i"
EX

e=1

↵e(@↵eV)
2 +O("2), (4.39)

where one power of @↵eV came from a Taylor series around ↵̂e = ↵e and the other from

the shift ↵̂e = ↵e(1 + i"@↵eV + . . .) itself. Since ↵e > 0 and V is real for real kinematics,

for su�ciently small " we must have

ImV̂ > 0. (4.40)

Moreover, the equality only happens when all @↵eV vanish identically, i.e., on the

singularity. We thus conclude that the contour deformation (4.38) deforms branch cuts

in the causal way, without a↵ecting positions of branch points.5

The above contour deformations also give practical means of performing the in-

tegration numerically. The Jacobian for the change of variables (4.38) is J = detJ

5Let us remark that we could have used an alternative deformation ↵̂e = ↵e exp
�
i"@↵eV

�
, which

results in ImV̂ > 0 for su�ciently small " even for complex kinematics. It is not clear which of the two
prescriptions is more useful in the complex plane. We use (4.38) because holomorphic dependence on
the external kinematics makes it manifest that the resulting integral is analytic.
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Can we exploit it to improve on iε prescription?



DIFFERENT iE PRESCRIPTIONS, OVERVIEW

Figure 1.3. Three distinct ways of implementing an i" prescription, illustrated on the
imaginary part of the bubble diagram with masses m1 = 1 and m2 = 2. The physical value,
say at s = 12, is indicated in red. Left: Feynman i" displaces the original branch point at
s = (m1 +m2)2 = 9 to s ⇡ 9.003� 0.450i. Middle: The s+ i" prescription for approaching
the branch cut from the upper-half plane. Right: Branch cut deformation revealing the causal
amplitude without modifying analytic properties. We set " = 1

10
to make the e↵ects more

visible. See Sec. 3 for more details.

well-defined in the first place), which means that there are situations in which there is

no global way of assigning it uniformly for the full TC.

So what is the i" for the S-matrix? Given the above discussion, one is essentially

forced to find a consistent way of deforming branch cuts in the kinematic space in order

to access the scattering amplitude on the sheet consistent with causality.

Branch cut deformations. The final approach is based on contour deformations for

Feynman integrals, which is indeed what the Feynman i" was supposed to imitate in the

first place. This prescription does not modify the analytic structure, but instead has

the e↵ect of “bending away” branch cuts in the kinematic space to reveal the physical

value of TC coinciding with that of T, see Fig. 1.3 (right).

Recall that scattering amplitudes are multi-sheeted functions of complexified kine-

matic invariants. The choice of branch cuts has absolutely no physical significance, as

long as the correct, physical, sheet has been selected. However, a specific representa-

tion of the scattering amplitude—such as that using Feynman integrals—does select

a particular form of branch cuts and the associated way they need to be i"-deformed.

We review it in Sec. 3.2. As we will see, this approach also has the advantage of fixing

the numerical convergence issues in practical computations. It seems to be the most

invariant way of understanding the i", since it does not modify the physical content of

the S-matrix.
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Feynman iε

-displaces branch points

-unphysical mass scale ε 

Kinematic iε

-does not work for 
unstable particles & 
higher multiplicity 

 

Branch-cut deformations

-reveal physical sheet 
without modifying 

branch points
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On shell, capture             as 

Branch cut when M1 > m1+m2+… 

PROBLEM WITH KINEMATIC iE

M2
1

(m1+m2+ . . .)2

p1

→ Singularity along entire s-axis
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BRANCH-CUT DEFORMATIONS

Perform phase rotations of Schwinger parameters


Im         : Reveal physical sheet without modifying branch points

ss

Together, the allow us to determine properties of Feynman integrals without explicit

computations. As we will see in later sections, multiple other properties of Feynman

integrals can be determined in terms of V . For example, the sign of @sV determines the

direction of the branch cut, while the Hessian @↵e@↵e0V describes local behavior near

thresholds.

4.3 Complexifying worldlines

It is now straightforward to generalize the derivation of Sec. 3.6 to perform causal

branch cut deformations for an arbitrary Feynman integral. The consistent way of doing

so is introducing small phases to each Schwinger parameter:

↵̂e = ↵e exp (i" @↵eV) . (4.38) {eq:alpha-hat}{eq:alpha-hat}

These are designed precisely to have the same e↵ect as the Feynman i", i.e., select the

causal branch of the Feynman integral. To see this, let us consider the e↵ect of (4.38)

on the action, V̂ = V(↵̂e):

V̂ = V + i"
EX

e=1

↵e(@↵eV)
2 +O("2), (4.39)

where one power of @↵eV came from a Taylor series around ↵̂e = ↵e and the other from

the shift ↵̂e = ↵e(1 + i"@↵eV + . . .) itself. Since ↵e > 0 and V is real for real kinematics,

for su�ciently small " we must have

ImV̂ > 0. (4.40)

Moreover, the equality only happens when all @↵eV vanish identically, i.e., on the

singularity. We thus conclude that the contour deformation (4.38) deforms branch cuts

in the causal way, without a↵ecting positions of branch points.5

The above contour deformations also give practical means of performing the in-

tegration numerically. The Jacobian for the change of variables (4.38) is J = detJ

with

Jee0 =
@↵̂e

@↵e0
=

✓
�ee0

↵e
+ i" @↵e@↵e0V

◆
↵̂e. (4.41)

5Let us remark that we could have used an alternative deformation ↵̂e = ↵e exp
�
i"@↵eV

�
, which

results in ImV̂ > 0 for su�ciently small " even for complex kinematics. It is not clear which of the two
prescriptions is more useful in the complex plane. We use (4.38) because holomorphic dependence on
the external kinematics makes it manifest that the resulting integral is analytic.
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V̂ � 0
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↵̂e = ↵e exp(i" @↵eV) = ↵e

⇥
1 + i" @↵eV +O("2)

⇤
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Causality: giving worldlines a small phase

At the level of  the action:

[SM ‘21]

Breaks down directly 
at the branch points

= 0 at branch points

> 0 away from branch points
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BRANCH-CUT DEFORMATIONS

Advantages over Feynman   :

(i) Rotates branch cuts            (ii)   is small, not infinitesimal↵̂e = ↵e exp(i" @↵eV) = ↵e

⇥
1 + i" @↵eV +O("2)

⇤
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Feynman    

From i"

I ≈ lim
"→0+
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[−�@�V∗ − i"]⇢ for ⇢ < 0,
− log [−� sgn(@�V∗) − i"] for ⇢ = 0. (1)

ImT(s, t∗) = DiscsTC(s, t∗) (2)

i" (3)

Branch-cut deformations    



ANALYTICITY FROM BRANCH-CUT DEFORMATIONS

For 2→2 scattering of stable particles in perturbation theory, regardless of 
existence of Euclidean region: 

 
Analyticity in a strip around s-channel physical-region

s

s+
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Box diagram, external masses M=0, internal masses m 

 
Action:


Branch points: 

EXAMPLE I: NECESSITY OF DEFORMATIONS
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Figure 5.3. The su-box diagram considered in Sec. 5.2. All the internal and external masses
are set to m and M respectively. Throughout this section we set M = 0.

region and vice versa. But by momentum conservation we have s+ t+ u =
P

4

i=1
M2

i ,

so the two cuts do overlap whenever

4X

i=1

M2

i � t > (m1 +m2)
2 + (m3 +m4)

2. (5.9)

For example, in a single-mass theory Mi = me = m, the cuts overlap when t < �4m2,

while setting external masses to zero gives t < �8m2. It is then important how to

understand how to resolve such overlapping branch cuts. This section studies the

simplest instance of this procedure.

5.2.1 Box diagram

Let us consider the su-planar box with massless external particles, M = 0, and internal

particles of non-zero mass m, illustrated in Fig. 5.3. The corresponding Feynman

integral is given by

Ibox(s, t) = �(4�D/2) lim
"!0+

Z
d4↵
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U
D/2
box

(�Vbox � i")4�D/2
, (5.10)

with

Ubox = ↵1+↵2+↵3+↵4, Vbox =
s↵1↵3 + u↵2↵4

↵1+↵2+↵3+↵4

�m2(↵1+↵2+↵3+↵4). (5.11)

By momentum conservation s+ t+ u = 0. We will treat s and t as the independent

Mandelstam invariants and fix t = t⇤ < �8m2, so that the normal-threshold cuts overlap

in the s-plane.

Recall from Sec. 4.1 that the physical regions are carved out by the constraints stu >

0 when the external particles are massless. The individual channels are characterized

by which of the three Mandelstam invariants are positive, e.g., the s-channel is given
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s = 4m2, u = 4m2, su+ 4m2t = 0
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Use s>4m2, u>4m2, s+ t∗+u=0: 
t∗ < −8m2

WHEN DO BRANCH-CUTS OVERLAP?

s s

Decrease t∗
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The box example is simple enough for an analytic expression: 


with

ANALYTIC EXPRESSION
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p
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p
1 + y �xy = �i

p
�1� x� y . (5.29)

Note that the expression in (5.27) is written in such a way that the logarithms and

dilogarithms can be evaluated on their principal sheet as s is taken to have small positive

imaginary part, and consequently u with a small negative imaginary part.

The analogous expression for I
C,u
box

can be obtained by simply relabelling s $ u

from (5.22). Since there is no Euclidean region for our choice of kinematics, we have to

take into account how the logarithms and dilogarithms are approached in the upper- and

lower-half s-planes, and make sure to land on the right branches. For example, while

the expression in (5.22) is separately analytic in the upper-half s plane and lower-half s

plane, the value of the box amplitude within the interval 4m2 < s < �4m2
�t⇤ cannot

be expressed as a boundary value of a single function. Instead, the calculation shows

that the i" prescription dictates the following approach of the physical amplitude,

Ibox(s, t) = lim
"!0+

h
I
C,s
box

(s+ i", t) + I
C,u
box

(s� i", t)
i
. (5.30)

The comparison of this analytic result with numerical integration is shown in Fig. 5.5

(right).

Before we go on to compute the discontinuities, imaginary parts and cuts of this

expression, let us comment on the structure of the amplitude. The leading singularity,

located at the box branch point corresponding to �xy = 0, is a square root singularity

of IC,s
box

. As discussed earlier, this is an artifact of how we decided to split of the full

integral in intermediate steps, since the box branch point is not on the principal sheet

for our chosen kinematics of �16m2 < t⇤ < �8m2. Hence this spurious singularity

vanishes from the principal sheet as we add the contribution from I
C,u
box

. The branch

point at s = 4m2, i.e., at �x = 0, is a square root singularity of IC,s
box

, while the branch

point at u = 4m2, i.e., �y = 0, does not appear at all in the expression for IC,s
box

. Thus,

as discussed earlier, we have indeed split the amplitude into contributions that have

separate branch cuts: the one in I
C,s
box

starts at s = 4m2 while the one in I
C,u
box

starts

at u = 4m2. If we solve for the location of potential logarithmic branch points on the
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UNITARITY CUTS

s-channel cuts:

write out the cut integral from (5.45) as

Cuts
13
Ibox =

2

⇡D/2�2

Z 1

�1
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Z 1

0
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Z
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2
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2
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⇥ �[(`0)2 � |~̀|2 �m2]⇥(�`0) �
⇥
2`0

p
s+ s

⇤
⇥(`0 +

p
s), (5.49)

where use spherical coordinates for the loop momentum `, and ⌦D�1 is the D�1-

dimensional solid angle. We perform the integrals in `0 and |~̀| using the delta functions,

which impose that

`0 =

p
s

2
, |~̀| =

1

2

p
s� 4m2 , (5.50)

with the result
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D�3
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2D�2⇡D/2�2
p
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1

2 ` · p124
. (5.51)

Now, we combine the two denominators using an auxiliary Schwinger parameter ↵, and

let ' be the angle between ~̀ and ~p1 + ↵ ~p124. Then, we can write the cut as
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The angular integrals are easily evaluated; in D = 4 spacetime dimensions the result is
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(5.53)

where have written out the values of `0, |~̀|, pµ
1
and pµ

124
from (5.47), (5.48) and (5.50),

in addition to using that the solid angle in D�2 dimensions is given by ⌦D�2 =

2⇡
D�2
2 /�

�
D�2

2

�
. Performing the last integral in ↵, and using that u = (p2 + p4)2 implies

that cos ✓ = 2u/s+ 1 gives
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where we have used the variables �xy = �i
q
�1 + 4m2

s + 4m2

u and �x =
q
1� 4m2

s as

before. Together with (5.42), this verifies unitarity in the form of the holomorphic

– 85 –

Im =

Cuts13 Cuts23 Cuts123

Cuts1234

+ �

+

Cuts1234

� + . . .

36



USE CUTS FOR DISPERSION RELATIONS?

Imaginary part ↔︎ Unitarity cuts 

Discontinuity ↔︎ Dispersion relations

Since Im ≠ Disc, can we still use dispersion relations?

z

z⇤

zk

z1

z0
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RELATING IM TO DISC

Using the Schwinger-parametrized form, find 


with

above identity with x = �V and ⌘ = �1 on (4.5), the imaginary part of a Feynman

integral can be written as

Im I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V). (4.48)

This is precisely according to the expectations: the imaginary part of the integral

localizes on the surface V = 0 responsible for branch cuts. Of course, we could have

equivalently written the above formula as a residue integral around V = 0. Recall that

here we demand that the degree of divergence d is a positive integer.

One the other hand, we could have computed the discontinuity across the s-plane,

defined as

Discs I =
1

2i
lim
"!0+

⇣
I(s+ i", t)� I(s� i", t)

⌘
. (4.49)

The denominator of (4.5) now deformed to �V ⌥ i"@sV instead of �V ⌥ i", so the sign

of @sV now plays an important role. Applying the identity (4.47) with x = �V and

⌘ = �@sV gives

Discs I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V) sgn(@sV). (4.50)

At this stage we can state the di↵erence between (4.48) and (4.50) in a sharper way.

We define

I
±
D(s, t) = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V)⇥(±@sV), (4.51)

depending on which of the Vs and Vu is bigger. This gives

Im I = I
+

D + I
�
D , Discs I = I

+

D � I
�
D . (4.52)

This give a clear criterion for when the two are equal: when I
�
D = 0. A su�cient

condition is that on the support of V = 0, the Vs > Vu for every value of the Schwinger

parameters. Analogous formulae can be easily derived for higher-multiplicity processes.

The formula (4.48) can certainly be used in practical computations. To further

simplify it, we can first lower the exponent d appearing in (4.5) to 1 by acting with

kinematic derivatives:
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Learn:


1. Im and Disc split into two components with


2. Im = Disc when 
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Figure 5.3. The su-box diagram considered in Sec. 5.2. All the internal and external masses
are set to m and M respectively. Throughout this section we set M = 0.

region and vice versa. But by momentum conservation we have s+ t+ u =
P

4

i=1
M2

i ,

so the two cuts do overlap whenever

4X

i=1

M2

i � t > (m1 +m2)
2 + (m3 +m4)

2. (5.9)

For example, in a single-mass theory Mi = me = m, the cuts overlap when t < �4m2,

while setting external masses to zero gives t < �8m2. It is then important how to

understand how to resolve such overlapping branch cuts. This section studies the

simplest instance of this procedure.

5.2.1 Box diagram

Let us consider the su-planar box with massless external particles, M = 0, and internal

particles of non-zero mass m, illustrated in Fig. 5.3. The corresponding Feynman

integral is given by

Ibox(s, t) = �(4�D/2) lim
"!0+

Z
d4↵

GL(1)

1

U
D/2
box

(�Vbox � i")4�D/2
, (5.10)

with

Ubox = ↵1+↵2+↵3+↵4, Vbox =
s↵1↵3 + u↵2↵4

↵1+↵2+↵3+↵4

�m2(↵1+↵2+↵3+↵4). (5.11)

By momentum conservation s+ t+ u = 0. We will treat s and t as the independent

Mandelstam invariants and fix t = t⇤ < �8m2, so that the normal-threshold cuts overlap

in the s-plane.

Recall from Sec. 4.1 that the physical regions are carved out by the constraints stu >

0 when the external particles are massless. The individual channels are characterized

by which of the three Mandelstam invariants are positive, e.g., the s-channel is given
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Three cases:


a.               : No overlap of branch cuts


b.                            : Amplitude splits into components with branch cuts for


either s > 4m2   or  u > 4m2


c.               : Box branch cut spoils the split of the amplitude

above identity with x = �V and ⌘ = �1 on (4.5), the imaginary part of a Feynman

integral can be written as

Im I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V). (4.48)

This is precisely according to the expectations: the imaginary part of the integral

localizes on the surface V = 0 responsible for branch cuts. Of course, we could have

equivalently written the above formula as a residue integral around V = 0. Recall that

here we demand that the degree of divergence d is a positive integer.

One the other hand, we could have computed the discontinuity across the s-plane,

defined as

Discs I =
1

2i
lim
"!0+

⇣
I(s+ i", t)� I(s� i", t)

⌘
. (4.49)

The denominator of (4.5) now deformed to �V ⌥ i"@sV instead of �V ⌥ i", so the sign

of @sV now plays an important role. Applying the identity (4.47) with x = �V and

⌘ = �@sV gives

Discs I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V) sgn(@sV). (4.50)

At this stage we can state the di↵erence between (4.48) and (4.50) in a sharper way.

We define

I
±
D(s, t) = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V)⇥(±@sV), (4.51)

depending on which of the Vs and Vu is bigger. This gives

Im I = I
+

D + I
�
D , Discs I = I

+

D � I
�
D . (4.52)

This give a clear criterion for when the two are equal: when I
�
D = 0. A su�cient

condition is that on the support of V = 0, the Vs > Vu for every value of the Schwinger

parameters. Analogous formulae can be easily derived for higher-multiplicity processes.

The formula (4.48) can certainly be used in practical computations. To further

simplify it, we can first lower the exponent d appearing in (4.5) to 1 by acting with

kinematic derivatives:

1

(�V � i")d
=

(�1)d�1

�(d)↵d�1
e

@d�1

m2
e

✓
1

�V � i"

◆
(4.53)
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Triangle diagram, external masses M > 2m


 

 
 
Action:


 
Branch points:     u=4m2,

EXAMPLE II: BRANCH-CUT ALONG s-AXIS
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Figure 5.9. The u-triangle diagram considered in Sec. 5.3. All the internal and external
masses are set to m and M respectively. Throughout this section we take M > 2m.

to approaching the branch cut in Fig. 5.8 from the upper-half plane. In the complex

s-plane, this translates to approach the cut from the lower-half plane.

The above analysis does not yet say whether the cuts along the real axis can be

deformed to connect the upper- and lower-half planes or not. For instance, in Sec. 5.2

we have seen an example in which the two cuts could be deformed away to restore the

connection. The rest of this subsection is dedicated to studying the simplest example in

which this cannot be done. As a consequence, there are two separate analytic functions,

which are not continuations of each other on shell.

5.3.2 Triangle diagram

As the simplest concrete example, we consider the diagram from Fig. 5.9 with all

the internal and external masses equal to m and M respectively. To exhibit the

analyticity features mentioned above, we setM > 2m > 0. The corresponding Schwinger-

parametrized Feynman integral reads

Itri(s, t) = �(3�D/2) lim
"!0+

Z
d3↵

GL(1)

1

U
D/2
tri

(�Vtri � i")3�D/2
, (5.56)

where

Utri = ↵1 + ↵2 + ↵3, Vtri =
u↵1↵2 +M2↵3(↵1 + ↵2)

↵1 + ↵2 + ↵3

�m2(↵1 + ↵2 + ↵3). (5.57)

Recall that we treat u = 4M2
� s � t as fixed and study properties of Itri(s, t) as a

function of s and t. The physical region in the s-channel is the one for which s > 4M2
�t

and t < 0, while in the u-channel we have s < 0 and t < 0. For concreteness, let us

work in D = 4, where the diagram is finite. All the analytic features of this Feynman

integral can be understood without explicit computations.

First of all, branch cuts exist when Vtri = 0 for some positive values of Schwinger

parameters. In this example, where we have chosen M > 2m > 0, such positive values

always exist, regardless of the value of the kinematic invariants s and t: Close to
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↵1 = ↵2 = 0, the value of Vtri = �m2↵3 is always negative, while near ↵1 = 0 with

↵2 = ↵3 we have Vtri =
1

2
(M2

� 4m2)↵3, which is always positive. By continuity, there

always exists a point in the Schwinger-parameter space for which Vtri = 0, indicating a

branch cut for any s and t.

Next, we can ask about which way of approaching the branch cuts is physical.

Recall that the physical direction can be found as the one for which ImVtri > 0, giving

the constraint

ImVtri = �Im s
↵1↵2

↵1 + ↵2 + ↵3| {z }
>0

> 0, (5.58)

where Im u = �Im s by momentum conservation, when we fix t to be real. Note

that (5.58) does not depend on the physical region we work in, and in fact holds even

away from the physical region. Hence, causality always requires that we approach the

branch cuts along the real axis from the lower-half s-plane. As a matter of fact, the

above inequality guarantees that Itri is analytic for any

Im s < 0, (5.59)

i.e., throughout the whole lower-half plane.

Furthermore, branch points can be obtained by extremizing the action Vtri. Recall

from Sec. 4 that for this diagram we find two branch points. Translated to the s variable,

they are at the normal threshold

snorm = 4(M2
�m2)� t, (↵⇤

1
: ↵⇤

2
: ↵⇤

3
) = ( 1

m : 1

m : 0), (5.60)

as well as the triangle threshold

stri =
M4

m2
� t, (↵⇤

1
: ↵⇤

2
: ↵⇤

3
) = (m2 : m2 : M2

�2m2). (5.61)

Relative to the boundaries of the physical channels, we have

s� < snorm < s+ < stri. (5.62)

The normal threshold is always in the u-channel. The triangle threshold is only an

↵-positive singularity if M >
p
2m. However, it only intersects the s- and t-channels

when M > 2m, which is precisely the situation we are studying. This diagram also has

the pseudo-normal threshold located at u = 0, which is on unphysical sheets and hence

need not concern us.

Finally, we note that can easily verify the above assertions numerically using the
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Figure 5.9. The u-triangle diagram considered in Sec. 5.3. All the internal and external
masses are set to m and M respectively. Throughout this section we take M > 2m.

to approaching the branch cut in Fig. 5.8 from the upper-half plane. In the complex

s-plane, this translates to approach the cut from the lower-half plane.

The above analysis does not yet say whether the cuts along the real axis can be

deformed to connect the upper- and lower-half planes or not. For instance, in Sec. 5.2
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connection. The rest of this subsection is dedicated to studying the simplest example in

which this cannot be done. As a consequence, there are two separate analytic functions,

which are not continuations of each other on shell.
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where, in addition to the variables in (5.75), we have defined
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Note that in these expressions, all dilogarithms, logarithms, and square roots are on

their principal sheet. Furthermore, in order to write a compact expression that is

valid in the whole upper half plane, we have rotated the branch cut of two of the

logarithms appearing in I
LHP

tri
by ⇡, while leaving the lower-half plane values intact. As

a consequence, the branch cuts of ILHP

tri
are not the ones dictated by Vtri = 0 in the

original integral in (5.63). The analytic continuation of this expression to the upper-half
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. The result for the analytic upper-half plane expression is
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where the arguments of the (di)logarithms feature the combinations in (5.75) and (5.77).

These square-root arguments reveal the square-root branch point structure of Itri: the

branch point at �y = 0 corresponds to the normal threshold at snorm = 4(M2
�m2)� t,

while the variables z and �yz would go to zero if M2 = 4m2, so they do not correspond

to branch points in s. The pseudo-normal threshold at u = 0 corresponds to �x and �y

going to infinity. Solving for potential logarithmic branch points, which could occur

when the arguments of the dilogarithms go to 0, 1, or infinity, or the arguments of the

logarithms go to 0 or infinity, reveals the triangle branch point at stri =
M4

m2 � t, in

addition to the threshold branch points.

Using these definitions, the physical amplitude along the real axis can be written as

the boundary value of (5.76):

Itri(s, t) = lim
"!0+

I
LHP

tri
(s� i", t). (5.79)

Let us stress that the above expressions (5.76) and (5.78) are valid in the lower- and

upper-half planes respectively, but the directions of the cuts on along the real s-axis are

arbitrary.

The above expressions are distinct analytic functions, e.g., the last term in the

second line of (5.76) di↵ers from that in (5.78). This means they cannot be analytically

continued into each other in the (s, t) variables.7 Let us now proceed with making

7Following the arguments in Sec. 5.3.1, complexifying M2 allows to connect (5.76) and (5.78) through
the M2-plane as a mathematical function, even though it corresponds to an o↵-shell continuation of
the S-matrix. To be precise, if we allow to deform an external mass, say M2

j , we can simply take

(s, t) = (s0 + x(s1�s0), t0 + x(t1�t0)) , M2
j = M2

j + ix(1� x). (5.80)

The path x 2 [0, 1] connects two arbitrary real points (s0, t0) and (s1, t1), while avoiding singularities
and preserving the causality condition ImV > 0. Analogous analytic continuation can be applied to an
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As expected, separate analytic expressions in LHP and UHP:

ANALYTIC EXPRESSION
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Using these definitions, the physical amplitude along the real axis can be written as

the boundary value of (5.76):

Itri(s, t) = lim
"!0+

I
LHP

tri
(s� i", t). (5.79)

Let us stress that the above expressions (5.76) and (5.78) are valid in the lower- and

upper-half planes respectively, but the directions of the cuts on along the real s-axis are

arbitrary.

The above expressions are distinct analytic functions, e.g., the last term in the

second line of (5.76) di↵ers from that in (5.78). This means they cannot be analytically

continued into each other in the (s, t) variables.7 Let us now proceed with making

7Following the arguments in Sec. 5.3.1, complexifying M2 allows to connect (5.76) and (5.78) through
the M2-plane as a mathematical function, even though it corresponds to an o↵-shell continuation of
the S-matrix. To be precise, if we allow to deform an external mass, say M2

j , we can simply take

(s, t) = (s0 + x(s1�s0), t0 + x(t1�t0)) , M2
j = M2

j + ix(1� x). (5.80)

The path x 2 [0, 1] connects two arbitrary real points (s0, t0) and (s1, t1), while avoiding singularities
and preserving the causality condition ImV > 0. Analogous analytic continuation can be applied to an
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UNITARITY CUTS

s-channel cuts:

Im ` =

Cuts13 Cuts23 Cuts123

+ �1 2

3p1

p2 �p4

�p3

imposes that 4M2
� t < s < stri from the integration region �1 < cos ✓ < 1. Physically,

this corresponds to a constraint on s for this cut diagram to have support with real

values of energies and momenta. Thus, the result in D = 4 reads

Cuts
123

Itri =
i⇡2z

2M2�z
⇥[4M2

� t < s < stri] . (5.116)

The result of adding all cuts according to (5.108) therefore yields

Im Itri = �
⇡z

2M2�z

8
<

:
log

⇣
�

1��z�yz

1+�z�yz

⌘
if 4M2

�t < s < stri,

log
⇣

1��z�yz

1+�z�yz

⌘
if stri < s,

(5.117)

where z, �z and �yz were spelled out in (5.75) and (5.77). In particular, we see that

subtracting the triple cut Cuts
123

in the region 4M2
� t < s < stri renders the above

combination purely real. Hence in the s-channel we find agreement with (5.90).

Check with the Im formula. Let us take this opportunity to illustrate the use of

the parametric formulae for the discontinuity and imaginary part from Sec. 4.4:

Im Itri = �Discs Itri = ⇡

Z
d3↵

GL(1)

�(Vtri)

U
D/2
tri

. (5.118)

Fixing ↵3 = 1� ↵1 � ↵2 gives

Im Itri = ⇡

Z

�2

d↵1d↵2 �
�
u↵1↵2 +M2(1�↵1�↵2)(↵1+↵2)�m2

�
, (5.119)

where �2 = {0 < ↵1 < ↵2 < 1}. The delta function is satisfied at the points

↵±
2
=

1

2
�

(1 + �2

z )↵1

z
±

r
�2
yz

4
�

2↵1

z
+

4�2
z ↵

2

1

z2
, (5.120)

where we have used the variables z, �z and �yz from (5.77). After performing the delta

function in either ↵+

2
or ↵�

2
, we are left with an integral of the form

Im Itri = �
⇡z

4M2�z

Z

�

d↵1q
↵2

1
�

z
2�2

z
↵1 +

z2�2
yz

16�2
z

(5.121)

where the integration region � is carved out by constraints on ↵1 arising from the delta

function. More precisely, we integrate over all ↵1 2 [0, 1] with for which 0 < ↵±
2
< 1�↵1

is satisfied. The region � takes a di↵erent form depending on the value of s takes, so
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u-channel cuts:

Im

�p3

�p1p2

p4

`

=

Cutu12 Cutu23 Cutu13

Cutu123 Cutu123

+ +

� �

1
2 3

Im ` =

Cuts13 Cuts23 Cuts123

+ �1 2

3p1

p2 �p4

�p3

Figure 5.13. Unitarity for the triangle diagram in the s-channel, s > 4M2
� t and t < 0.

Both Cuts13 and Cuts23 are the external-mass singularity cuts that are present everywhere,
while Cuts123 is the triangle threshold cut contributing for s > stri.

In D = 4, the integral results in

Cutu
13
Itri = Cutu

23
Itri = �

⇡z

4M2�z
log

✓
1� �z�yz

1 + �z�yz

◆
, (5.106)

where z, �z, and �yz were defined in (5.75) and (5.77). The on-shell delta functions

do not impose any extra constraints on the external kinematics, which is another sign

these cuts contribute everywhere along the real s-axis.

Summing over all the cuts in the u-channel according to (5.92) results in

Im Itri = �
⇡z

4M2�z


2 log

✓
�
1� �z�yz

1 + �z�yz

◆
+ log

✓
�
1 + z

2
+ �y�z

1 + z
2
� �y�z

◆
� i⇡

�
if s < snorm ,

(5.107)

which agrees with Im Itri = �Discs Itri given in (5.90).

5.3.6 Unitarity cuts in the s-channel

Let us now check unitarity in the s-channel, s > 4M2
� t with t < 0. Following the

steps in Sec. 2.3, we have

Im Itri = Cuts
13
Itri + Cuts

23
Itri � Cuts

123
Itri. (5.108)

Similarly to the u-channel, the left-hand side equals the imaginary part because ex-

changing the incoming with outgoing states leaves scalar diagrams invariant. The final

term features an additional minus sign, because it cuts through the diagram twice, i.e.,

c = 2 in the notation of Sec. 2.3. By symmetry we have

Cuts
13
Itri = Cuts

23
Itri, (5.109)

hence we are left with evaluation of only two independent cuts.
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RELATING IM TO DISC

Recall,


with splits by

above identity with x = �V and ⌘ = �1 on (4.5), the imaginary part of a Feynman

integral can be written as

Im I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V). (4.48)

This is precisely according to the expectations: the imaginary part of the integral

localizes on the surface V = 0 responsible for branch cuts. Of course, we could have

equivalently written the above formula as a residue integral around V = 0. Recall that

here we demand that the degree of divergence d is a positive integer.

One the other hand, we could have computed the discontinuity across the s-plane,

defined as

Discs I =
1

2i
lim
"!0+

⇣
I(s+ i", t)� I(s� i", t)

⌘
. (4.49)

The denominator of (4.5) now deformed to �V ⌥ i"@sV instead of �V ⌥ i", so the sign

of @sV now plays an important role. Applying the identity (4.47) with x = �V and

⌘ = �@sV gives

Discs I = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V) sgn(@sV). (4.50)

At this stage we can state the di↵erence between (4.48) and (4.50) in a sharper way.

We define

I
±
D(s, t) = ⇡

Z
dE↵

GL(1)

eN
UD/2

�(d�1)(V)⇥(±@sV), (4.51)

depending on which of the Vs and Vu is bigger. This gives

Im I = I
+

D + I
�
D , Discs I = I

+

D � I
�
D . (4.52)

This give a clear criterion for when the two are equal: when I
�
D = 0. A su�cient

condition is that on the support of V = 0, the Vs > Vu for every value of the Schwinger

parameters. Analogous formulae can be easily derived for higher-multiplicity processes.

The formula (4.48) can certainly be used in practical computations. To further

simplify it, we can first lower the exponent d appearing in (4.5) to 1 by acting with

kinematic derivatives:

1

(�V � i")d
=

(�1)d�1

�(d)↵d�1
e

@d�1

m2
e

✓
1

�V � i"

◆
(4.53)
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Im Itri = �Discs Itri

Discs

"
z

4M2�z

X

⇣2{�1,1}

[2⇡i sgn(Ims)] log
⇣

1+�z

1+�z�yz

⌘#
=

4⇡z

4M2�z
log

⇣
1+�z

1+�z�yz

⌘
, (5.87)

as well as

Discs

"
z

4M2�z

X

⇣2{�1,1}

⇣ log
⇣

1+
z
2+⇣�z

1+
z
2+⇣�y�z

⌘✓
� sgn(Ims)⇡i+ log

⇣
�1 +

1+
z
2+⇣�z

1+
z
2+⇣�y�z

⌘◆#

=
⇡z

4M2�z

"
� log

⇣
1�

1+
z
2��z

1+
z
2��y�z

⌘#
. (5.88)

Collecting and simplifying all terms results in

Discs>stri Itri =
⇡z

2M2�z
log

✓
1� �z�yz

1 + �z�yz

◆
. (5.89)

Computation of discontinuities in the remaining regions is elementary but tedious.

When the dust settles, the answer is

Discs Itri =
⇡z

4M2�z

8
>>><

>>>:

2 log
⇣
�

1��z�yz

1+�z�yz

⌘
+ log

⇣
�

1+
z
2+�y�z

1+
z
2��y�z

⌘
� ⇡i if s < snorm,

2 log
⇣
�

1��z�yz

1+�z�yz

⌘
if snorm < s < stri,

2 log
⇣

1��z�yz

1+�z�yz

⌘
if stri < s,

(5.90)

where we take s ! s� i" to find the branches of the logarithms and square roots. Note

that the analytic form of Discs Itri(s, t) changes at the branch points snorm and stri.

On the other hand, one can compute the imaginary part of Itri, which expressed in

terms of (5.76) reads

Im Itri(s, t) =
1

2i
lim
"!0+

h
I
LHP

tri
(s� i", t)� ILHP

tri
(s� i", t)

i
. (5.91)

Careful evaluation in each region along the s-axis indeed reveals agreement with (5.82).

5.3.5 Unitarity cuts in the u-channel

The final cross-check we make is unitarity, which provides a consistency condition that

needs to be satisfied in the physical channels. We start with the u-channel: s < 0 for

fixed t < 0.

Following Sec. 2.3, unitarity gives the following relation in the u-channel:

Im Itri = Cutu
12
Itri + Cutu

23
Itri + Cutu

13
Itri � 2Cutu

123
Itri. (5.92)
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EXAMPLE III: SUMMING OVER DIAGRAMS

↵1

u

↵2
↵3p1

p2 p4

p3

s

u

↵1

↵2

↵3
↵4

p1

p2 p4

p3

s

Branch cuts approached from 
different directions
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EXAMPLE III: SUMMING OVER DIAGRAMS

Numerical result:
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Figure 7.1. Codimension-2 singularities of the triangle-box diagram (two black points) lie
on the intersection of the codimension-1 singularities of the parachute diagram (red) and the
triangle diagram (blue).

exist in integrable two-dimensional S-matrices, see, e.g., [193, 194].

7.4 Absence of codimension-2 singularities

Explicit computations of leading Landau equations reveal that solutions of codimension

larger than one exist, i.e., they cannot be expressed as vanishing of a single polynomial

� = 0 [104]. Arguably the simplest example is the triangle-box diagram illustrated in

Fig. 7.1, which has two codimension-2 solutions located at

s = 3m2 = M2, (7.48)

as well as

s = 3m2 = 3M2, (7.49)

where m and M are the masses of all the internal and external particles respectively.

This seems in tension with analyticity, since one cannot write down a complex-analytic

function with an isolated singularity like this (e.g., �+(s�3m2
)

s�M2 would not be analytic,

while 1

(s�3m2)(s�M2)
would not be codimension-2). As a resolution of this puzzle, let

us demonstrate that these two solutions are really parts of codimension-1 subleading

singularities of the same diagram.
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In addition to finding saddle points of the action → Landau branch points 

Fluctuations around saddle points → expansion around branch points 
(assumes isolated branch points, generic masses)
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FLUCTUATIONS AROUND BRANCH POINTS
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D : dimensions
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Branch point at � = 0

Landau, Pham


From i"

I ≈ lim
"→0+

���������
[−�@�V∗ − i"]⇢ for ⇢ < 0,
− log [−� sgn(@�V∗) − i"] for ⇢ = 0. (1)

From i"

I ≈ I0 lim
"→0+

���������
[−�@�V∗ − i"]⇢ for ⇢ < 0,
log [−� sgn(@�V∗) − i"] for ⇢ = 0. (1)

ImT(s, t∗) = DiscsTC(s, t∗) (2)

∀↵e � 0 (3)

+i" − i" (4)

� �
m
�# (5)



Isolated codimension-2 branch points (e.g.                    ) would imply 
non-analyticity


Assuming analyticity, find 

 

 
Combining with previous result, singularities are of the form
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Figure 7.1. Codimension-2 singularities of the triangle-box diagram (two black points) lie
on the intersection of the codimension-1 singularities of the parachute diagram (red) and the
triangle diagram (blue).

exist in integrable two-dimensional S-matrices, see, e.g., [193, 194].

7.4 Absence of codimension-2 singularities

Explicit computations of leading Landau equations reveal that solutions of codimension

larger than one exist, i.e., they cannot be expressed as vanishing of a single polynomial

� = 0 [104]. Arguably the simplest example is the triangle-box diagram illustrated in

Fig. 7.1, which has two codimension-2 solutions located at

s = 3m2 = M2, (7.48)

as well as

s = 3m2 = 3M2, (7.49)

where m and M are the masses of all the internal and external particles respectively.

This seems in tension with analyticity, since one cannot write down a complex-analytic

function with an isolated singularity like this (e.g., �+(s�3m2
)

s�M2 would not be analytic,

while 1

(s�3m2)(s�M2)
would not be codimension-2). As a resolution of this puzzle, let

us demonstrate that these two solutions are really parts of codimension-1 subleading

singularities of the same diagram.
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as well as
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where m and M are the masses of all the internal and external particles respectively.

This seems in tension with analyticity, since one cannot write down a complex-analytic

function with an isolated singularity like this (e.g., �+(s�3m2
)

s�M2 would not be analytic,

while 1
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would not be codimension-2). As a resolution of this puzzle, let

us demonstrate that these two solutions are really parts of codimension-1 subleading

singularities of the same diagram.
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Are codimension-2 branch points always intersections 
of codimension-1 ones?



Unitarity:

- Implies anomalous thresholds


Causality:

- How to approach the physical regions

- Branch-cut deformations preserve analytic structure


Locality:

- Kinematic singularities at most poles

CONCLUSIONS
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MANY OPEN QUESTIONS
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• Unstable particles? Higher-point processes?


• Quantify & measure anomalous thresholds?

• What is the error when approaching from UHP? (Γ/m)#? 


• Generalized dispersion relations?


• Double dispersion relations?

Im ` =

Cuts13 Cuts23 Cuts123

+ �1 2

3p1

p2 �p4

�p3

Figure 5.13. Unitarity for the triangle diagram in the s-channel, s > 4M2
� t and t < 0.

Both Cuts13 and Cuts23 are the external-mass singularity cuts that are present everywhere,
while Cuts123 is the triangle threshold cut contributing for s > stri.

In D = 4, the integral results in

Cutu
13
Itri = Cutu

23
Itri = �

⇡z

4M2�z
log

✓
1� �z�yz

1 + �z�yz

◆
, (5.106)

where z, �z, and �yz were defined in (5.75) and (5.77). The on-shell delta functions

do not impose any extra constraints on the external kinematics, which is another sign

these cuts contribute everywhere along the real s-axis.

Summing over all the cuts in the u-channel according to (5.92) results in

Im Itri = �
⇡z

4M2�z


2 log

✓
�
1� �z�yz

1 + �z�yz

◆
+ log

✓
�
1 + z

2
+ �y�z

1 + z
2
� �y�z

◆
� i⇡

�
if s < snorm ,

(5.107)

which agrees with Im Itri = �Discs Itri given in (5.90).

5.3.6 Unitarity cuts in the s-channel

Let us now check unitarity in the s-channel, s > 4M2
� t with t < 0. Following the

steps in Sec. 2.3, we have

Im Itri = Cuts
13
Itri + Cuts

23
Itri � Cuts

123
Itri. (5.108)

Similarly to the u-channel, the left-hand side equals the imaginary part because ex-

changing the incoming with outgoing states leaves scalar diagrams invariant. The final

term features an additional minus sign, because it cuts through the diagram twice, i.e.,

c = 2 in the notation of Sec. 2.3. By symmetry we have

Cuts
13
Itri = Cuts

23
Itri, (5.109)

hence we are left with evaluation of only two independent cuts.
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THANKS!
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