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General Problem

@tO(t) = i[H,O(t)]
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O(t) = eiHt
O(0)e�iHt
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i@t | (t)i = H | (t)i
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| (t)i = e�iHt | (0)i
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Generically, a “simple” operator           “grows” and becomes “complex” 
(in operator space)

O(0)

<latexit sha1_base64="iQswQx4Q53f4UT2y0EvxhLFPgEk=">AAAB9XicbVDLSsNAFL2pr1pfVZduBotQNyWRii6LbtxZwT6gjWUynbRDJ5MwM1FKyH+4caGIW//FnX/jpM1CWw8MHM65l3vmeBFnStv2t1VYWV1b3yhulra2d3b3yvsHbRXGktAWCXkoux5WlDNBW5ppTruRpDjwOO14k+vM7zxSqVgo7vU0om6AR4L5jGBtpId+gPWYYJ7cplX7dFCu2DV7BrRMnJxUIEdzUP7qD0MSB1RowrFSPceOtJtgqRnhNC31Y0UjTCZ4RHuGChxQ5Saz1Ck6McoQ+aE0T2g0U39vJDhQahp4ZjJLqRa9TPzP68Xav3QTJqJYU0Hmh/yYIx2irAI0ZJISzaeGYCKZyYrIGEtMtCmqZEpwFr+8TNpnNadeO7+rVxpXeR1FOIJjqIIDF9CAG2hCCwhIeIZXeLOerBfr3fqYjxasfOcQ/sD6/AHIpJIM</latexit>

Similarly, a “simple” reference quantum state              “spreads” and becomes 
“complex” (in Hilbert space)

| (0)i
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How to quantify this “Complexity”?

Unitary evolution of operators and states (QM or QFT):



Motivation/Intuition:

Common lore: the more “chaotic” H, the faster the operator grows. 

O(t) = e
iHt

O(0)e�iHt = O(0) + it[H,O(0)] +
(it)2

2
[H, [H,O(0)]] + ...
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E.g. 
H =

X

i

(Zi · Zi+1 +BxXi +BzZi)
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O(0) = X1
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Operator Space
Inspiration: random unitary circuits.
I Keyserlingk, Rakovszky, Pollmann, Sondhi, 2017; Nahum, Vijay, Haah, 2017.
I Khemani, Vishwanath, Huse, 2017.

Consider a spin-1/2 system in d-dimensions with translation invariance.

H =
ÿ

xœZd

hx .

We abstract to the space of operators.
operators are “rounded” kets |O)

an example is |O) = X1 ¢ Y2 ¢ Z3 + 0.3Y1 ¢ X2

the inner product is (A|B) := Tr[A†B]/ Tr[1]
the Liouvillian generalizes the Hamiltonian L = [H, ·].
time-evolution from Heisenberg EOM ≠i d |O)

dt = L |O) .

solution |O(t)) = eiLt
|O)

x

t

O(t = 0)

O(t)

Operator growth: an example
Chaotic Ising model

O = X1
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L = [H, ⇤]
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Liouvillian
H =

X

i

(Zi · Zi+1 +BxXi +BzZi)
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O(t) = X1 � 2t(Y1 · Z2 +BzY1)
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�2t2(BxY1 · Y2 �BxBzZ1 �BxZ1 · Z2 + 2BzX1 · Z2 +B2
zX1 +X1 · Z2

2 )

<latexit sha1_base64="u23QxIQKmvCRlJQHzkiuHjmkbqE=">AAACRXicbZBLTwIxFIU7+EJ8oS7dNBITjYHMTDC6JLhxqYko8rDplAINnUfaO0Yg/Dk37t35D9y40Bi3WhAjoidpcvKde9P2eJEUGmz70UrMzM7NLyQXU0vLK6tr6fWNCx3GivESC2Woyh7VXIqAl0CA5OVIcep7kl96neNhfnnDlRZhcA7diNd92gpEUzAKBpF0LevCtbtbJLf4ijg11gjBGDdrQJH0KsQZOlz5jirE3XdNgMuTpHjtkp4h+z/UEHePpDN2zh4J/zXO2GTQWKck/VBrhCz2eQBMUq2rjh1BvU8VCCb5IFWLNY8o69AWrxobUJ/ren/UwgDvGNLAzVCZEwAe0cmNPvW17vqemfQptPV0NoT/ZdUYmkf1vgiiGHjAvi5qxhJDiIeV4oZQnIHsGkOZEuatmLWpogxM8SlTgjP95b/mws05+dzBWT5TKI7rSKIttI12kYMOUQGdoFNUQgzdoSf0gl6te+vZerPev0YT1nhnE/2S9fEJW/Ss4A==</latexit>

2

6

13
+t3(...........)
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How to quantify this: A universal definition of the operator size/complexity?

[S.Datta talk] 



| 0i = e
�iHLtwO(x)eiHLtw | i

[Shenker,Stanford’13] 
[Roberts,Stanford’14] 

[+ Susskind] 

L ����

Motivation: Operator Growth and Holography (BH & QChaos)

Figure 3: qubit model for the TFD state. The TFD consists of a product of Bell pairs
shared between the left and right sides.

After an early-time transient period, the complexity of the state

| (tL, tR)i = U(tL)U(tR)|TFDi (3.14)

will grow like

C(tL, tR) = K|tL + tR| (3.15)

until it becomes maximal. Identifying the temperature as the conversion between time in

the CFT and time in the analog qubit system, we find that this agrees with the complexity

derived from the volume of the ERB in (2.10). The numerical coe�cient of proportionality

is ambiguous (and possiby dimension-dependent), because complexity itself is ambiguous

up to a numerical factor. However, the relative normalization of complexity and ERB

volume can be fixed once and for all by comparing (3.15) and (2.9). We will use this

below.

3.2 Complexity of a precursor

In this section, and in most of the rest of the paper, we will restrict our attention to black

holes with temperature of order the AdS scale.

A precursor is a unitary operator of the form,

W (t) = U †(t)WU(t). (3.16)

10
3. Goals: Universal/working definition of the “Operator 
Size”? Operator Complexity? Quantum Chaos?

hW (t)VW (t)V i�
hW (t)W (t)i�hV V i�

C�(t) =

Partial answers” from Out-of-Time Ordered Correlators:

BH are maximally chaotic

In chaotic systems

1

� t⇤ ⇠ � log c t

[Maldacena,Shenker,Stanford’15] 

C�(t) ⇠ 1�Ae�Lt

BH are maximally chaotic: (=) for a system with a holographic dual (Einstein BH)

Bound on chaos

�L  2⇡

�

Toy models for black holes, SYK….

[Maldacena,Shenker,Stanford’15] 

1. Butterfly effect

2. Growth of “Precursors”:

“Maximal chaos” (OTOC) for Einstein BH dual in the bulk.

Many-body QChaos?, Thermalisation (or lack thereof)

“Central Dogma”: Black Hole = Strongly Interacting Qubits

Related:



Time-evolved Thermofield-double state

[Hartman&Maldacena ’13] (2d CFT)

BH (ERB) continues to grow with t but entanglement entropy saturates (“not enough”)

1 2 3 4 5
t

0.2
0.4
0.6
0.8
1.0
SA

(a) Low effective temperature, κ2 = 1

1 2 3 4 5
t

1
2
3
4
5
6
SA

(b) High effective temperature, κ2 = 0.2

Figure 1: Entanglement entropy growth of an interval(r=5) in CC state.

which has also been calculated using BCFT techniques in [6].
It would be interesting to check the monotonicity of EE growth in gCC states. Unfor-

tunately, even for the free fermions with explicit twist operators, the entanglement entropy
in gCC state with W4 charge cannot be explicitly calculated. The bilinear fermionic W4(w)
current when bosonized gives φ4 terms[10], so the bosonized theory is an intereacting theory.

7 Non-Monotonic EE Growth and Dynamical Phase
Transition

Although we could not calculate EE in gCC state with W4 charge of the fermionic bilinear
W4 current, we can still calculate entanglement entropy explicitly with the fermionic charge
corresponding to the bosonic charge W4(w) =

∑

k |k|3d
†
kdk, where d†k and dk are the bosonic

annihilation and creation operators. As mentioned above, the zero modes do not play any
role. Refermionization of the bosonic bilinear W4 is done in Appendix F.5 So, the fermionic
state that we are considering is

|Ψ〉 = e−κ2Hf−κ4W̃4|Df〉 (90)

where the expression for W̃4 is given in (137).
Again, the Rényi and entanglement entropies are given by the expression (77) and (78).

The scalar propagator with the bosonic W4 charge has also been calculated in MPS.

〈φ(0, t)φ(r, t)〉 =
∫ ∞

−∞

dk

8π

eikr

k

[

coth
(

2k
(

κ2 + κ4k
2
))

− cos(2kt)cosech
(

2k
(

κ2 + κ4k
2
))]

(91)

The momentum integral cannot be done explicitly. But we still can plot the entanglement
entropy numerically. Figure (2) are the plots of EE growth with ‘small’ and ‘large’ values of
κ4. As expected, the entanglement entropy reaches an equilibrium quickly.

5We would like to thank Justin David for informing us that this refermionization could be done in principle
using U(1) currents and it has not been done anywhere.
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[Susskind,’14]What is the “CFT dual” of this (ERB) growth? “Complexity" of the TFD state?
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Motivation: Complexity in Holography?

| �(t)i = e�i(HL+HR)t 1p
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X

n
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�
2 En |n, ni
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Is there some useful universal notion of complexity (number)? Unexplored in QFT…



Attempts and Hopes for “Complexity”

States (Formation,Evolution):

Operators (Growth,Chaos)

Geometric Approaches (“Nielsen”)

AdS/TN (Path Integral Complexity)

Operator Size/Complexity?

“Operator Size” in SYK

OTOC Near (behind?) 
horizon of BH….

?

Growth of the ERB,   
late time physics of BH, 
singularity?

“Distance measures” (Inf. metric)
….

Goal: Better understanding  Hbulk ' Hbdr
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Today: discuss a notion(s) of “complexity” based on the so-called Krylov basis 

that can be universally defined (and computed) in systems from QM to QFT 

and show some recent results for both, operators and states. 

[Parker, Cao, Avdoshkin, Scaffidi, Altman ’19]
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III. COMPUTING SPREAD COMPLEXITY

Following Corollary 1, to calculate the spread complex-
ity we must derive the Krylov basis K. We can do this via
the Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gener-
ate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(18)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (19)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (18) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (20)

This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the

|K0i |K1i |K2i · · ·

ib1

ib1

ib2

ib2

ib3

ib3

ia0 ia1 ia2

0 1 2 3

· · ·

· · ·

4

· · ·

ia0 ia0 ia0 ia0

ia1 ia1 ia1

ia2

ib1 ib1 ib1 ib1

ib2 ib2

ib3

Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (21)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (22)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (23)

The particular form of the action of the Hamiltonian
H in the Krylov basis (20) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes

[Balasubramanian, PC, Magan, Wu ’22]

[Jian, Swingle, Xian ’21]

Universal framework for “Complexity”?

[Qi, Streicher ’18] [Roberts,Stanford,Streicher ’18]



Basic Idea

| (t)i = e�iHt | (0)i
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Given

O(t) = eiHt
O(0)e�iHt

⌘ eiLt
O(0)
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L = [H, ·]
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We can expand them in a certain basis (Krylov basis):

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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Unitarity: Probability distribution

pn(t) = |�n(t)|2
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X

n

|�n(t)|2 = 1
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Use this probability to characterise the evolution/growth and “complexity”

More generally we can think about quantum circuits (circuit H and circuit t)

|O(t)) = eiLt
|O0) =

X

n

�n(t) |On)
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Krylov Basis

Unitary evolution/Q-circuit

construct an orthonormal basis           recursively (Lanczos algorithm, G-S):

Goal: Given states 

{| 0i , H | 0i , ..., Hn | 0i , ...}
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B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)
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B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
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(2N)!
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The di↵erence in entropy between two bases that agree in
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of pn to obtain two sums, the first involving log(t2N ) and
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coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.
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satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)
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It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
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pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)
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(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �
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for n � N . So we now introduce the expansion (14) in
the entropy sum �
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pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)
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The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is
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|Xi / |KN i is the component of HN | i orthog-
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can extend the sum above to get
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sis we can then write
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Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is
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For this sum, note that � x
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is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
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hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
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hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)
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(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)
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(n⇤, 0) =
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hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)

with “Lanczos coefficients”:

Such that and |K0i = | 0i
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It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
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is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives
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f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1
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The Lanczos coe�cients an and bn are defined as
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with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)

4

B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity
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where

SB(t) = �
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pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)

|K0i = | 0i
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B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)hKm|H |Kni =
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Expanding our state in the Krylov basis

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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By construction, we have a Schrödinger equation for the coefficients (amplitudes)

i@t�n(t) = an�n(t) + bn�n�1(t) + bn+1�n+1(t)
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“Hessenberg form”

1 Magnus Expansion

The main goal is to work generalise the Krylov basis construction for time dependent Hamil-

tonians. The standard root could lead by using the Magnus expansion. Namely, we consider

the following unitary

0

BBBBBB@

a0 b1 0 0 · · ·
b1 a1 b2 0 · · ·
0 b2 a2 b3 · · ·
0 0 b3 a3

. . .

...
...

...
. . .

. . .

1

CCCCCCA
(1.1)

1

i@t | (t)i =
X

n

i@t�n(t) |Kni
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i@t | (t)i = H | (t)i =
X

n

�n(t)H |Kni =
X

n

[an�n(t) + bn�n�1(t) + bn+1�n+1(t)] |Kni
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Lanczos coef. from return amplitude

Lanczos coeff. are encoded in the "return amplitude” (auto-correlator, Loschmidt amp.)
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This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (20)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (21)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (22)
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

The particular form of the action of the Hamiltonian
H in the Krylov basis (19) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)

Moments
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(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)

5

This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (20)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (21)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (22)
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

The particular form of the action of the Hamiltonian
H in the Krylov basis (19) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)
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This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X
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 n(t)|Kni , (20)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (21)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

The particular form of the action of the Hamiltonian
H in the Krylov basis (19) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)e.g.

6

since there is only one path from 0 to node 1 with weight
ia0, and

hK0| (iH)2 |K0i = �a2
0
� b2

1
, (24)

because there are two paths from node 0 to node 2, one
with weights ia0, ia0 and one with weights ib1, ib1.

Computing the values of µ0, . . . , µn from an, bn using
this path sum takesO(n2) operations. The weighted path
sum from node 0 to some node X in the graph is the sum
of the weighted path sums of all nodes with a transition
to X, multiplied by the weight of the transition edge.
Initializing the weighted path sum of node 0 to 1 and
performing this operation layer by layer gives the values
we need on the bottom nodes |0in.

Suppose now that we are given the survival amplitude
S(t), or can compute it through other means. By tak-
ing derivatives we can compute the moments µ0, . . . , µn.
From this data we can calculate the Lanczos coe�cients
by using the Markov chain described above. Specifi-
cally, suppose we have already calculated a0, . . . , ak�1

and b1, . . . , bk and the odd moment µ2k+1. There is a
unique path in the unwrapped Markov chain from node
0 to node 2k+1 that passes through an edge with weight
iak (example in Fig. 2). This follows because any path
from 0 to 2k+1 must follow precisely 2k+1 edges since
every step necessarily progresses one column to the right.
This means that no path can rise to a row higher than k
because the need to descend back to row 0 would make
the path too long. For the same reason, a path that
reaches row k must have precisely k upward diagonal and
k downward diagonal edges, allowing a single horizontal
edge in the path. The only way to have this edge in the
kth row is to start with k diagonal upward edges, then
go one step horizontally in the kth row and then descend
k steps diagonally.

By similar reasoning, the remaining paths between
nodes 0 and 2k+ 1 lie below the kth row and hence only
include edges with weights a0, . . . , ak�1, b1, . . . , bk. Thus
we can compute the path sum for trajectories from node
0 to node 2k+1 that do not go through edge with weight
iak, and subtract this sum from µ2k+1. The remainder is
the weight of the excluded path, namely i2k+1b2

1
. . . b2kak.

Since we know the bk’s by assumption, we may divide
them out, leaving us with ak.

Likewise, the even moments µ2k allow us to extract val-
ues of bk. The only path from node 0 to node 2k that goes
through an edge of weight ibk has path weight b2

1
. . . b2k

(example in Fig. 2). The weights of all the other paths
can be computed using only a0, . . . , ak and b1, . . . , bk�1.

To summarize, we can compute the Krylov basis and
Lanczos coe�cients e�ciently through the following al-
gorithm: (1) compute the survival amplitude, and use it
to extract the moments of the Hamiltonian in the initial
state, (2) apply the recursive algorithm above to system-
atically compute the Lanczos coe�cients to the desired
order. This procedure is potentially sensitive to the accu-
mulation of rounding error, due to the repeated divisions
needed to compute an and bn from their products. In
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Figure 2. Top: Except for the path in red, the weights of
every path from node 0 to node 3 can be computed with
knowledge just of a0 and b1. The weight of the red path can
be computed by subtracting the weights of every other path
from µ3, and can then be used to compute a1. Bottom:
Except for the path in red, the weights of every path from
node 0 to node 4 can be computed with knowledge just of a0,
a1, and b1. The weight of the red path can be computed by
subtracting the weights of every other path from µ4, and can
then be used to compute b2.

our numerical analyses we avoided this instability by us-
ing the mpmath [34] library to perform computations to
arbitrary precision.

C. Wave function and Complexity

Above, we described an algorithm for computing the
Krylov basis K and the associated Lanczos coe�cients
from the survival amplitude. To apply our definition of
state complexity to a time-evolving state we must expand
it in K as

| (t)i =
X

n

 n(t)|Kni , (25)

where unitarity requires
P

n | n(t)|2 ⌘
P

n pn(t) = 1.
Applying the Schrödinger equation (1) to this expression,
and then the Lanczos recursion in the form (19) gives

i@t n(t) = an n(t) + bn+1 n+1(t) + bn n�1(t) . (26)

The survival amplitude is simply the complex conjugate
of  0(t), see (21). Thus, given  0(t) = S(t)⇤ and the
Lanczos coe�cients, (26) defines an algebraic procedure

[Recursion Method: Viswanath,Muller ’63]
[Balasubramanian, PC, Magan, Wu ’22]
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III. COMPUTING SPREAD COMPLEXITY

Following Corollary 1, to calculate the spread complex-
ity we must derive the Krylov basis K. We can do this via
the Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gener-
ate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(18)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (19)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (18) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (20)

This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (21)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (22)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (23)

The particular form of the action of the Hamiltonian
H in the Krylov basis (20) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes

S(t) ⌘ h (t)| (0)i = h 0|eiHt| 0i = �⇤
0(t)
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Knowing moments allows to find Lanczos coefficients (algorithm)

(Comment) Inverse relations:

such that the return amplitude would be

S(s) = Tr
�
⇢1�is

A

�
= Z̃(1� is). (2.6)

Since Tr(⇢A) = 1 we have Z̃(1) = 1.

Interestingly, the relations between the moments and Lanczos coe�cients are

µ1 = ia0, µ2 = �a20 � b21, µ3 = �i(a30 + 2a0b
2
1 + a1b

2
1), ... (2.7)

They can be solved to give

a0 = �iµ1, b21 = µ2
1 � µ2, a1 = iµ1

✓
2�

µ2
1

b21

◆
+

iµ3

b21
. (2.8)

It will be useful to study some of the simple examples first.

2.1 Example I: Qubit

We can just consider a reduced density matrix with two eigenvalues p and 1�p with 0 < p < 1,

such that

Tr(⇢n) = pn + (1� p)n = Z(� = n). (2.9)

Then we have the return amplitude

S(s) = Z(1� is) = p1�is + (1� p)1�is =
1X

k=0

µk

sk

k!
, (2.10)

with moments

µk = (�i)k
�
p logk(p) + (1� p) logk(1� p)

�
. (2.11)

This way we have

a0 = �p log(p)� (1� p) log(1� p) = S1, (2.12)

and

b1 = ±

p
p(1� p) (log(1� p)� log(p)) , (2.13)

so if we want to make b1 > 0, we should take the sign depending on p > 1/2 or p < 1/2. For

p = 1/2, we have b1 = 0.

Interestingly, we can compute the quantity called capacity of entanglement defined as

CE(⇢) = lim
n!1

n2@2
2 log Tr (⇢

n) = p(1� p) (log(1� p)� log(p))2 . (2.14)

Clearly, we get the relation

CE(⇢) = b21. (2.15)
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Interesting for modular H: entanglement, capacity of ent.,…
Physics of Lanczos coeff? 
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Operator Growth in the Krylov Basis
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good candidate for a universal notion of complexity in in-
teracting quantum field theories. Nevertheless, its phys-
ical as well as the operational meaning remain mysteri-
ous. On the same footing, the relation to more estab-
lished notions of complexity is an open problem. On
the other hand, despite the relatively unambiguous def-
inition, computing Krylov complexity requires numerics
and understanding its universal features becomes very
complicated. These conceptual and technical drawbacks
are our main motivations to explore and develop it fur-
ther in this work.

To make progress, it will be fruitful to focus on certain
classes of chaotic models such as those appearing in the
context of the AdS/CFT correspondence [5], where, due
to conformal symmetry, many-body quantum states are
e�ciently described geometrically. Indeed, black holes in
holography are often seen as collection of qubits (the so-
called “central dogma”) described by Hamiltonians that
show signatures of maximal quantum chaos. The SYK
model [6, 16] described by two-dimensional Anti-de Sitter
(AdS2) gravity is the canonical modern example. More-
over, the quantum information “revolution” that started
with holographic entanglement entropy [35] and contin-
ues with holographic complexity [36–40] brought new in-
tuitions that allow us to connect seemingly unrelated
concepts from quantum information and computation to
geometry (see e.g. reviews [41, 42]). For instance, micro-
scopic measures of operator growth and complexity are
believed to encode subtle information about near horizon
geometries of black holes [22, 32, 43–50].

In this light, we develop a geometric approach to
Krylov complexity. Our work will explore the underlying
symmetries controlling the system dynamics, although
certain observations will be more general. We will be led
to the field of generalized coherent states and their as-
sociated information geometry. This geometrization will
clarify the definition of the operator complexity from a
physical standpoint. More concretely, we will find a pre-
cise interpretation of the Krylov complexity as a volume
in the information geometry. We will also find the rela-
tion between the symmetry algebra governing the opera-
tor growth and isometries of this geometry. At the same
time, we will see how this approach simplifies the techni-
cal analysis opening new avenues towards the computa-
tion of defining aspects of operator growth, such as Lanc-
zos coe�cients or Lyapunov exponents in various chaotic
and integrable setups. We also notice that the present
approach provides a new geometric take on an old field,
namely the Lanczos approach to non-equilibrium dynam-
ics, connecting it with the field of generalized coherent
states.

This article is organised as follows. In sec II we review
the Lanczos algorithm and its recent applications to max-
immally chaotic systems. In sec III we describe our main
idea that, for symmetry scenarios, the Liouvillian opera-
tor can be written in terms of algebra generators as a sum

of “ladder” operators. This naturally connects with gen-
eralized coherents states and their associated geometry.
In sec IV we illustrate these ideas in four canonical exam-
ples, SL(2,R) (or SU(1,1)), SU(2), Heisenberg-Weyl and
2d CFTs. As highlights, the Lanczos coe�ents for SYK,
first derived in [23] using involved techniques, will acquire
a simple and more transparent meaning, and we will de-
termine the geometric roles played by Krylov complexity
and the operator wavefunction. In sec V we arrive at
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lished notions of complexity is an open problem. On
the other hand, despite the relatively unambiguous def-
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and understanding its universal features becomes very
complicated. These conceptual and technical drawbacks
are our main motivations to explore and develop it fur-
ther in this work.

To make progress, it will be fruitful to focus on certain
classes of chaotic models such as those appearing in the
context of the AdS/CFT correspondence [5], where, due
to conformal symmetry, many-body quantum states are
e�ciently described geometrically. Indeed, black holes in
holography are often seen as collection of qubits (the so-
called “central dogma”) described by Hamiltonians that
show signatures of maximal quantum chaos. The SYK
model [6, 16] described by two-dimensional Anti-de Sitter
(AdS2) gravity is the canonical modern example. More-
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where Õn are nested commutators of O with the Hamil-
tonian

Õ0 = O, Õ1 = [H,O], Õ2 = [H, [H,O]], ... (4)

Knowing the result of these commutators is equivalent
to solving the operator dynamics. Unfortunately, this is
rarely the case in generic physical systems.

Despite this technical obstruction, we would like to
have a notion of growth or complexity of the Heisenberg
operator as a function of time. Intuitively, if the Hamil-
tonian governing the dynamics is su�ciently “chaotic”,
even if we start from a “simple” operator O, the result
of these commutators will be given by increasingly com-
plex operators. In other words, the more “chaotic” the
Hamiltonian H, the faster the operator O will mix with
other operators of the theory. The main objective is then
to quantify such a mixing in a precise manner.

Lanczos Algorithm and Krylov Basis

In order to sharpen the previous intuitions it will be
useful to switch to a better suited formalism and define
the Liouvillian super-operator L (see e.g. [24]) as

L = [H, ·], O(t) ⌘ eiLtO, (5)

and by super-operator we just mean a linear map in the
space of operators of the theory. In this language, the
operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.

This view suggests interpreting (3) as an “operator’s
wavefunction”, and the Liouvillian L as a Hamiltonian in
the Schrodinger formulation. However, we cannot qual-
ify the coe�cients of tn associated with operators Õn as
“amplitudes”. One transparent reason is that the sum
of their modulus squared is not conserved in time. The
precise reason though is that to use the operator algebra
as a Hilbert space (in which we expand vectors unam-
biguously in an orthonormal basis), we need to introduce
an inner product. The choice of such an inner product
is one of the ambiguities (features) of this approach. In
this work, we will follow the most canonical one used in
the physics literature.

More concretely, associating |O) with the Hilbert space
vector corresponding to operator O, the following family
of inner products was described in [24]

(A|B)g
�
=

Z
�

0
g(�) he�HA†e��HBi� d�. (6)

In this formula, the bracket hi� denotes the thermal ex-
pectation value

hAi� =
1

Z
Tr

�
e��HA

�
, Z = Tr

�
e��H

�
. (7)

Also, for this definition to be a proper inner-product,
g(�) has to satisfy the following conditions

g(�) � 0, g(� � �) = g(�),
1

�

Z
�

0
d�g(�) = 1. (8)

In this work, following [23], we will mainly focus on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (9)

which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary

choice of basis in which to expand our evolving opera-
tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
will follow the Lanczos approach to non-equilibrium dy-
namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
next states are constructed iteratively by first computing

|An) = L|On�1)� bn�1|On�2), (11)

and then normalizing

|On) = b�1
n

|An), bn = (An|An)
1/2. (12)

This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the
Krylov basis states |On), this algorithm yields the so-
called Lanczos coe�cients bn. Finding these coe�cients
for the system under consideration amounts to solving for
the dynamics and it is one of the technical challenges in
this approach, see [24]. Let us also point that the above
algorithm can be generalized to include diagonal terms
in the Liouvillian (see e.g. Appendix A).

Heisenberg evolution

Formally, we can write the operator as
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operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.
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where Õn are nested commutators of O with the Hamil-
tonian
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|Õn). More precisely, starting from |Õn) and using the
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O, ...}
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We must pick an inner product (freedom):
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series in t as

O(t) =
1X

n=0

(it)n

n!
Õn, (3)

where Õn are nested commutators of O with the Hamil-
tonian

Õ0 = O, Õ1 = [H,O], Õ2 = [H, [H,O]], ... (4)

Knowing the result of these commutators is equivalent
to solving the operator dynamics. Unfortunately, this is
rarely the case in generic physical systems.

Despite this technical obstruction, we would like to
have a notion of growth or complexity of the Heisenberg
operator as a function of time. Intuitively, if the Hamil-
tonian governing the dynamics is su�ciently “chaotic”,
even if we start from a “simple” operator O, the result
of these commutators will be given by increasingly com-
plex operators. In other words, the more “chaotic” the
Hamiltonian H, the faster the operator O will mix with
other operators of the theory. The main objective is then
to quantify such a mixing in a precise manner.

Lanczos Algorithm and Krylov Basis

In order to sharpen the previous intuitions it will be
useful to switch to a better suited formalism and define
the Liouvillian super-operator L (see e.g. [24]) as

L = [H, ·], O(t) ⌘ eiLtO, (5)

and by super-operator we just mean a linear map in the
space of operators of the theory. In this language, the
operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.

This view suggests interpreting (3) as an “operator’s
wavefunction”, and the Liouvillian L as a Hamiltonian in
the Schrodinger formulation. However, we cannot qual-
ify the coe�cients of tn associated with operators Õn as
“amplitudes”. One transparent reason is that the sum
of their modulus squared is not conserved in time. The
precise reason though is that to use the operator algebra
as a Hilbert space (in which we expand vectors unam-
biguously in an orthonormal basis), we need to introduce
an inner product. The choice of such an inner product
is one of the ambiguities (features) of this approach. In
this work, we will follow the most canonical one used in
the physics literature.

More concretely, associating |O) with the Hilbert space
vector corresponding to operator O, the following family
of inner products was described in [24]

(A|B)g
�
=

Z
�

0
g(�) he�HA†e��HBi� d�. (6)

In this formula, the bracket hi� denotes the thermal ex-
pectation value

hAi� =
1

Z
Tr

�
e��HA

�
, Z = Tr

�
e��H

�
. (7)

Also, for this definition to be a proper inner-product,
g(�) has to satisfy the following conditions

g(�) � 0, g(� � �) = g(�),
1

�

Z
�

0
d�g(�) = 1. (8)

In this work, following [23], we will mainly focus on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (9)

which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary

choice of basis in which to expand our evolving opera-
tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
will follow the Lanczos approach to non-equilibrium dy-
namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
next states are constructed iteratively by first computing

|An) = L|On�1)� bn�1|On�2), (11)

and then normalizing

|On) = b�1
n

|An), bn = (An|An)
1/2. (12)

This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the
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Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
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|O0) := |Õ0) = |O), |O1) := b�1
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In any case, once the dynamics is solved for one specific
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other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary
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tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
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namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
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This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the
Krylov basis states |On), this algorithm yields the so-
called Lanczos coe�cients bn. Finding these coe�cients
for the system under consideration amounts to solving for
the dynamics and it is one of the technical challenges in
this approach, see [24]. Let us also point that the above
algorithm can be generalized to include diagonal terms
in the Liouvillian (see e.g. Appendix A).
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We now expand the time-dependent operator in the
Krylov basis as

|O(t)) =
X

n

in'n(t)|On) . (13)

In this expansion, the amplitudes 'n(t) turn out to be
real. Generally, their modulus squared defines probabil-
ities whose sum is conserved in time

X

n

|'n(t)|2 ⌘
X

n

pn(t) = 1. (14)

These amplitudes are determined by solving a
“Schrodinger equation”, that descends from the original
Heisenberg equation satisfied by O(t). To derive this
equation, notice that the previously defined Liouvillian
L plays the role of the Hamiltonian in the new Hilbert
space spanned by the Krylov basis |On). In particular,
the state representing O(t) is given by

|O(t)) = eiLt|O). (15)

Computing the time derivative

@t|O(t)) = iL|O(t)), (16)

or equivalently, using (13) we arrive at

@t|O(t)) =
X

n

in@t'n(t)|On). (17)

Next, from the Lanczos algorithm (11), we find the action
of the Liouvillian on the Krylov basis vectors

L|On) = bn|On�1) + bn+1|On+1). (18)

From this expression it is clear that the Liovillian is tridi-
agonal in the Krylov basis (generally we may have a di-
agonal term in (18)). This fact will play an important
role in the following sections. Applying this to (16) and
shifting the summation appropriately, we derive

@t|O(t)) =
X

n

in (bn'n�1(t)� bn+1'n+1(t)) |On). (19)

Comparing the coe�cients of (17) and (19), we arrive at
the discrete Schrodinger equation determining the time
evolution of the amplitudes 'n(t)

@t'n(t) = bn'n�1(t)� bn+1'n+1(t) . (20)

With this equation, once we derive the Lanczos coe�-
cients bn, we can solve for the amplitudes 'n(t) with
initial condition 'n(0) = �n0 and determine the opera-
tor wavefunction (13). The operator’s wavefunction then
completely determines the growth of the operator that,
as we will describe below, can be measured using tools of
quantum mechanics, quantum information, or quantum
complexity.

Before we discuss operator’s complexity, we note that
a very special role in the Krylov approach is played by
the so-called auto-correlation function

C(t) ⌘ (O(t)|O) = '0(t) . (21)

Indeed, as reviewed in [23], starting from C(t) and/or its
appropriate transforms we can obtain the Lanczos coe�-
cients bn and operator wavefunction. In this work, it will
be more instructive to develop our physical understand-
ing of the Liouvillian instead. This will allow us to easily
extract both C(t) and bn.

Krylov Complexity

We now describe how to quantify operator complex-
ity in this framework. Using physical intuition, we can
first interpret the dynamics in equation (20) as that of
a particle moving on a one-dimensional chain, where the
sites with label n are in one-to-one correspondence with
the Krylov basis vectors (see also [29] for a Toda chain
perspective). This suggests a natural measure of opera-
tor complexity, dubbed Krylov complexity [23], defined
to be the average position in the chain

KO ⌘
X

n

n pn(t) =
X

n

n |'n(t)|2 . (22)

Formally, this quantity can be written as the expectation
value in the evolving state |O(t)) of the following “Krylov
complexity operator”

K̂O =
X

n

n|On)(On| , (23)

such that Krylov complexity reads

KO = (O(t)|K̂O|O(t)) . (24)

Intuitively, this position operator (23) in the chain can
also be interpreted as a “number operator”. Unlike the
Liouvillian, it is diagonal in the Krylov basis.
Clearly, as with the choice of the inner product, there

is a certain ambiguity in this definition of operator com-
plexity. Indeed, several definitions of operator complex-
ities that have appeared in the literature can always be
written in such a way, see [22, 23]. However, as we will
see in this work, this “minimal” choice acquires a simple
geometric interpretation.
The recent interest in the Krylov approach to opera-

tor complexity has various origins. First, modulo simple
physical assumptions, it is a well defined and concrete ap-
proach, potentially applicable to QFTs. These features
make it appealing from the point of view of holography.
Second, based on various explicit numerical as well as
analytical examples, [23] conjectured a maximal possi-
ble growth of Lanczos coe�cients in quantum systems,
namely a linear growth:

bn  ↵n+ � +O(1), (25)

Lanczos coefficients are encoded in the return amplitude

Schrödinger equation:

S(t) = (O0|O(t)) =
�
O0|e

iLt
|O0

�
= '0(t)
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Krylov Basis Summary

Connections:

| (t)i = O(�t) | (0)i
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[46], recent literature [47–61] has mainly focused on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (49)

which corresponds to setting g(�) = �(� � �/2) in (40).
With this choice, Krylov complexity in chaotic systems
grows exponentially fast [46], displaying a Lyapunov ex-
ponent that turns out to coincide with the maximal al-
lowed value as defined by out-of-time-ordered correlators
[62]. From the present perspective, this choice of in-
ner product measures the quantum state complexity of

| (t)i = ⇢1/4� OL(t)⇢
�1/4
� | �i, where we remind that | �i

represents the TFD state.
But this Wightman inner product choice is arbitrary

and calls for a deeper understanding. In fact, [50] showed
that di↵erent choices of inner product can be related to
each other in a simple manner, but that Krylov complex-
ity behaves di↵erently with respect to each choice. Fol-
lowing the philosophy of the present paper, we could fur-
ther minimize Krylov complexity over the choice of inner
product (40). Although we have not performed this min-
imization, Ref. [50] actually shows that the Wightman
inner product (49) corresponds to the slowest growth of
Krylov complexity.

Summarizing, the correct Lyapunov exponent arises
precisely after minimizing over all possible choices of the
ambiguous inner product, and over all choices of basis.
This gives further support to our guiding principle that
complexity should be defined via a minimization over the
possible ambiguous choices.

V. ANALYTICAL MODELS

We will consider a class of models in which our notion
of quantum state complexity can be computed analyti-
cally by exploiting techniques developed recently in the
context of operator complexity [55]. Suppose that the
Hamiltonian belongs to the Lie algebra of a symmetry
group:

H = ↵ (L+ + L�) + �L0 + � 1 , (50)

where L+ and L� are raising and lowering ladder opera-
tors, and L0 belongs to the Cartan subalgebra of the Lie
algebra (see [63] for examples of such theories). The iden-
tity term contributes to a phase to the time evolution and
so does not a↵ect the associated quantum complexity.
But it can be used to set the ground state energy. The
coe�cients ↵ and � are model-dependent; their meaning
will become clearer in the specific examples.

Comparing with the action of the Hamiltonian in the
Krylov basis (19), namely

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i , (51)

we see that, if the initial state is a highest weight state,
the Krylov basis states furnish a representation of the

symmetry group. In other words, Eq. (51), which pro-
vides a solution to the Lanczos recursion method by
putting the Hamilton in tridiagonal form, also guaran-
tees that the Krylov basis states form a representation of
the symmetry. Moreover, since the action of the ladder
operators and the elements of the Cartan subalgebra are
fixed by symmetry, we can read o↵ the Lanczos coe�-
cients immediately

↵L+|Kni = bn+1|Kn+1i,
↵L�|Kni = bn|Kn�1i,
�L0|Kni = an|Kni . (52)

Unitary evolution with the Hamiltonian (50) acting on a
highest weight state is determined, up to the irrelevant
phase �, by a generalized Lie group displacement operator
D(⇠, ⇠0)

D(⇠) ⌘ e⇠L+�⇠̄L�+ ⇠0L0 , (53)

for ⇠ = �i↵t, its conjugate ⇠̄, and ⇠0 = �i�t. When
⇠0 = 0 this is a conventional displacement operator
[64, 65]. Thus, we can understand the action of the
Hamiltonian as producing generalized coherent states.
The amplitudes  n(t) of the time-evolved state in the
Krylov basis |Kni are obtained by expanding these states
in an orthonormal basis. The link with coherent states
allows us to geometrize the notion of complexity follow-
ing [55, 57].
Below we study motion on SL(2,R), SU(2) and the

Heisenberg-Weyl group. We will see that the an coe�-
cients can dramatically change state complexity growth.
For example, suppose the bn grow linearly with n. Then
systems with di↵erent an can have have very di↵erent
complexity growth patterns such as quadratic or peri-
odic. In fact, systems with bn ⇠ n and an = 0 will have
exponentially growing complexity, as we see by analogy
with the operator growth analysis in [46].

A. A particle moving in SL(2,R)

We start with SL(2,R), a group previously studied in
the context of operator growth in the SYK model [55].
Here we will realize it as the symmetry controlling time
evolution of the TFD state of the harmonic oscillator.
Consider a family of Hamiltonians

H = ↵(L�1 + L1) + �L0 + � 1 , (54)

where the generators satisfy the SL(2,R) algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0 . (55)

In the discrete series representation associated with scal-
ing dimension h, the generators act as

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i . (56)

States Operators

E.g. Wightman 

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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|O(t)) = eiLt
|O) ⌘

X

n

in'n(t)|On)
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i@t�n(t) = an�n(t) + bn�n�1(t) + bn+1�n+1(t)
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We now expand the time-dependent operator in the
Krylov basis as

|O(t)) =
X

n

in'n(t)|On) . (13)

In this expansion, the amplitudes 'n(t) turn out to be
real. Generally, their modulus squared defines probabil-
ities whose sum is conserved in time

X

n

|'n(t)|2 ⌘
X

n

pn(t) = 1. (14)

These amplitudes are determined by solving a
“Schrodinger equation”, that descends from the original
Heisenberg equation satisfied by O(t). To derive this
equation, notice that the previously defined Liouvillian
L plays the role of the Hamiltonian in the new Hilbert
space spanned by the Krylov basis |On). In particular,
the state representing O(t) is given by

|O(t)) = eiLt|O). (15)

Computing the time derivative

@t|O(t)) = iL|O(t)), (16)

or equivalently, using (13) we arrive at

@t|O(t)) =
X

n

in@t'n(t)|On). (17)

Next, from the Lanczos algorithm (11), we find the action
of the Liouvillian on the Krylov basis vectors

L|On) = bn|On�1) + bn+1|On+1). (18)

From this expression it is clear that the Liovillian is tridi-
agonal in the Krylov basis (generally we may have a di-
agonal term in (18)). This fact will play an important
role in the following sections. Applying this to (16) and
shifting the summation appropriately, we derive

@t|O(t)) =
X

n

in (bn'n�1(t)� bn+1'n+1(t)) |On). (19)

Comparing the coe�cients of (17) and (19), we arrive at
the discrete Schrodinger equation determining the time
evolution of the amplitudes 'n(t)

@t'n(t) = bn'n�1(t)� bn+1'n+1(t) . (20)

With this equation, once we derive the Lanczos coe�-
cients bn, we can solve for the amplitudes 'n(t) with
initial condition 'n(0) = �n0 and determine the opera-
tor wavefunction (13). The operator’s wavefunction then
completely determines the growth of the operator that,
as we will describe below, can be measured using tools of
quantum mechanics, quantum information, or quantum
complexity.

Before we discuss operator’s complexity, we note that
a very special role in the Krylov approach is played by
the so-called auto-correlation function

C(t) ⌘ (O(t)|O) = '0(t) . (21)

Indeed, as reviewed in [23], starting from C(t) and/or its
appropriate transforms we can obtain the Lanczos coe�-
cients bn and operator wavefunction. In this work, it will
be more instructive to develop our physical understand-
ing of the Liouvillian instead. This will allow us to easily
extract both C(t) and bn.

Krylov Complexity

We now describe how to quantify operator complex-
ity in this framework. Using physical intuition, we can
first interpret the dynamics in equation (20) as that of
a particle moving on a one-dimensional chain, where the
sites with label n are in one-to-one correspondence with
the Krylov basis vectors (see also [29] for a Toda chain
perspective). This suggests a natural measure of opera-
tor complexity, dubbed Krylov complexity [23], defined
to be the average position in the chain

KO ⌘
X

n

n pn(t) =
X

n

n |'n(t)|2 . (22)

Formally, this quantity can be written as the expectation
value in the evolving state |O(t)) of the following “Krylov
complexity operator”

K̂O =
X

n

n|On)(On| , (23)

such that Krylov complexity reads

KO = (O(t)|K̂O|O(t)) . (24)

Intuitively, this position operator (23) in the chain can
also be interpreted as a “number operator”. Unlike the
Liouvillian, it is diagonal in the Krylov basis.
Clearly, as with the choice of the inner product, there

is a certain ambiguity in this definition of operator com-
plexity. Indeed, several definitions of operator complex-
ities that have appeared in the literature can always be
written in such a way, see [22, 23]. However, as we will
see in this work, this “minimal” choice acquires a simple
geometric interpretation.
The recent interest in the Krylov approach to opera-

tor complexity has various origins. First, modulo simple
physical assumptions, it is a well defined and concrete ap-
proach, potentially applicable to QFTs. These features
make it appealing from the point of view of holography.
Second, based on various explicit numerical as well as
analytical examples, [23] conjectured a maximal possi-
ble growth of Lanczos coe�cients in quantum systems,
namely a linear growth:

bn  ↵n+ � +O(1), (25)

X

n

|�n(t)|2 ⌘
X

n

pn = 1
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S(t) ⌘ h (t)| (0)i = h 0|eiHt| 0i = �⇤
0(t)
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n

|'n(t)|2 ⌘
X

n

pn = 1
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S(t) = (O(0)|O(t)) = (O0|e
iLt

|O0) = '0(t)
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Krylov/Spread Complexity

The physics of the growth/evolution <=> motion of a particle on a chain

We now quantify this idea precisely. This is done by
applying the Lanczos algorithm, which iteratively com-
putes a tridiagonal representation of a matrix. The idea is to
find the sequence fLnjOÞg and then apply Gram-Schmidt
to orthogonalize. Explicitly, start with a normalized vector
jO0Þ ≔ jOÞ. As a base case, let jO1Þ ≔ b−11 LjO0Þ, where
b1 ≔ ðO0LjLO0Þ1=2. Then inductively define

jAnÞ ≔ LjOn−1Þ − bn−1jOn−2Þ;
bn ≔ ðAnjAnÞ1=2;

jOnÞ ≔ b−1n jAnÞ: ð4Þ

The output of the algorithm is a sequence of positive
numbers, fbng, called the Lanczos coefficients, and an
orthonormal sequence of operators, fjOnÞg, called the
Krylov basis. [This is a bit of a misnomer, as the Krylov
basis spans an operator space containing OðtÞ for any t but
does not usually span the full space of operators.] The
Liouvillian is tridiagonal in this basis:

Lnm ≔ ðOnjLjOmÞ ¼

0

BBBBBBBB@

0 b1 0 0 $ $ $
b1 0 b2 0 $ $ $
0 b2 0 b3 $ $ $

0 0 b3 0 . .
.

..

. ..
. ..

. . .
. . .

.

1

CCCCCCCCA

: ð5Þ

We make four remarks. First, if the operator Hilbert
space is d-dimensional with d finite [or if the subspace

spanned by jO0Þ; jO1Þ; jO2Þ;… is so], the algorithm halts
at n ¼ dþ 1: In this work, we work always in the
thermodynamic limit and discard this nongeneric situation.
Second, the Lanczos algorithm presented here is adapted to
operator dynamics. Generally, a tridiagonal matrix will
have nonzero diagonal entries, but they vanish in Eq. (5),
because one can inductively show that inOn is Hermitian
for all n, and, hence, ðOnjLjOnÞ ¼ 0. Third, the knowledge
of the Lanczos coefficients b1;…; bn is equivalent to that of
the moments μ2; μ4;…; μ2n, defined as the Taylor series
coefficients of the correlation function

μ2n ≔ ðOjL2njOÞ ¼ d2n

dt2n
CðtÞjt¼0: ð6Þ

The nontrivial transformation between the Lanczos coef-
ficients and the moments is reviewed in the Appendix A.
Fourth, the Lanczos coefficients have units of energy.
In the Krylov basis, the correlation function CðtÞ is

CðtÞ ¼ ðeiLtÞ00: ð7Þ

Hence, the autocorrelation depends only on the Lanczos
coefficients and not on the Krylov basis. One way to
interpret the Lanczos coefficients, which we employ
extensively below, is as the hopping amplitudes of a
semi-infinite tight-binding model—see Fig. 1. The wave
function on the semi-infinite chain is defined as
φnðtÞ ≔ i−nðOnjOðtÞÞ. Heisenberg evolution of OðtÞ
becomes a discrete Schrödinger equation:

∂tφn ¼ −bnþ1φnþ1 þ bnφn−1; φnð0Þ ¼ δn0; ð8Þ

where b0 ¼ φ−1 ¼ 0 by convention. The autocorrelation
is simply CðtÞ ¼ φ0ðtÞ, so the Lanczos coefficients are
completely equivalent to the autocorrelation function.
Just as different bases are well suited for particular

computations, a number of equivalent representations of the
autocorrelation function appear in this work, namely, the
Green’s function

GðzÞ ¼
!
O
""""

1

z − L

""""O
#

¼ i
Z

∞

0
e−iztCðtÞdt ð9Þ

and the spectral function

ΦðωÞ ¼
Z

∞

−∞
CðtÞe−iωtdt: ð10Þ

In summary, we have reviewed five equivalent ways to
describe the dynamics

CðtÞ ↔ GðzÞ ↔ ΦðωÞ ↔ fμ2ng ↔ fbng: ð11Þ

Just as with a choice of basis, we use the most convenient
representation for the task at hand and translate freely

FIG. 1. Artist’s impression of the space of operators and its
relation to the 1D chain defined by the Lanczos algorithm starting
from a simple operator O. The region of complex operators
corresponds to that of largen on the1Dchain.Under our hypothesis,
the hopping amplitudes bn on the chain grow linearly asymptoti-
cally in generic thermalizing systems (with a log correction in one
dimension; see Sec. IV C). This implies an exponential spreading
ðnÞt ∼ e2αt of the wave function φn on the 1D chain, which reflects
the exponential growth of operator complexity under Heisenberg
evolution, in a sense that wemake precise in Sec. V. The form of the
wave function φn is only a sketch; see Fig. 5 for a realistic picture.
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The further in the chain the particle is, the more “complex” state in the Krylov 
basis needs to be employed (to represent the state or the operator)

A natural (working) definition of “complexity” as an average position on the chain:

X

n

|'n(t)|2 = 1
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KO =
X

n

n|'n(t)|2
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C (t) =
X

n

n|�n(t)|2
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Evolution can be also characterised with other QI/Probability tools:

SK = �
X

n

pn log pn
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K-entropy K-variance, K-capacity,                           …CK = eSK
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II. DEFINING COMPLEXITY

Consider a quantum system with a time-independent
Hamiltonian H. Time evolution of a state | (t)i is gov-
erned by the Schrödinger equation

i@t| (t)i = H| (t)i . (1)

The solution | (t)i = e�iHt| (0)i has a formal power
series expansion

| (t)i =
1X

n=0

(�it)n

n!
| ni , (2)

where | ni = Hn| (0)i. The Gram–Schmidt procedure
applied to | ni generates an ordered, orthonormal basis
K = {|Kni : n = 0, 1, 2, · · ·} for the part of the Hilbert
space explored by time development of | (0)i ⌘ |K0i.
The basis K, sometimes called the Krylov basis in the
recent literature, may have fewer elements than the di-
mension of the Hilbert space, depending on the dynamics
and the choice of initial state.

We expect more complex time evolution will spread
| (t)i more widely over the Hilbert space relative to the
initial state | i. To quantify this idea, we define a cost
function relative to a complete, orthonormal, ordered ba-
sis, B = {|Bni : n = 0, 1, 2, · · ·} for the Hilbert space

CB(t) =
X

n

cn|h (t)|Bni|2 ⌘
X

n

cn pB(n, t) , (3)

where the cn are a positive, increasing sequence of real
numbers, and the pB(n, t) are probabilities of being in
each basis vector. Completeness of the basis B, to-
gether with the unitarity of time evolution, namelyP

n pB(n, t) = 1, implies that the cost of a wavefunction
increases if it spreads deeper into the basis. We will gen-
erally take cn = n so that the cost measures the average
depth in the basis of the support of | (t)i.

We could try to define a natural notion of complexity
as the minimum of this cost function over all bases B

C(t) = min
B

CB(t) . (4)

At a time t0, any basis with |B0i = | (t0)i will minimize
(4), achieving C(t0) = c0. We will show that, under
some assumptions, there is an essentially unique basis
minimizing (4) across a finite time domain.

To this end, let C(m)

B
⌘ C(m)

B
(0) = dmCB(t)/dtm|t=0,

and suppose that the cost functions for bases B1 and
B2 have convergent Taylor expansions over 0  t  T .

Then, if there is a k such that C(m)

B1
= C(m)

B2
for m < k

and C(m)

B1
< C(m)

B2
for m = k, then CB1(t) < CB2(t) in a

domain 0  t  ⌧ for some ⌧ < T . We want to find the
basis that minimizes the cost in this sense in the vicinity
of t = 0. We can formalize this condition in terms of the
sequence of derivatives of the cost function at t = 0:

SB =
⇣
C(0)

B
, C(1)

B
, C(2)

B
, · · ·

⌘
. (5)

We write SB1 < SB2 if there is some k such that C(m)

B1
=

C(m)

B2
for m < k and C(m)

B1
< C(m)

B2
for m = k.

In what follows, we say that an ordered basis B is a
complete Krylov basis Kc if its initial elements are the
Krylov basis in the correct order. In more detail, say
the Krylov basis has K vectors. K might be smaller
than the Hilbert space dimension, so in such cases the
usual Krylov basis does not span the full Hilbert space.
We call B a complete Krylov basis if |Bni = |Kni, for
n = 0, · · · ,K � 1. The rest of the basis is unspecified
for the concerns of this definition. This defines a class
of bases for which the number of unspecified elements is
the dimension of the Hilbert space minus the dimension
of the Krylov basis. We will prove that any complete
Krylov basis Kc, as defined above, minimizes the deriva-
tive sequence S and hence has a lower cost than any other
basis, at least in the vicinity of t = 0.

Theorem 1 For any basis B, SK  SB, with equality
only for the complete Krylov bases B = Kc.

Proof: We will prove the theorem by induction by
showing that any orthonormal basis B whose first N el-
ements coincide with the Krylov basis satisfies SB < SB0

for all bases B0 whose first N elements do not coincide
with K.

The first element of the Krylov basis is |K0i = | (0)i.
Suppose now that the first element of B is |B0i = | 0i.
Then the cost is C(0)

B1
= CB(0) =

P
n cn|h (0)|Bni|2 = c0

because |Bi>0i are orthogonal to | (0)i. Any basis B0

which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
increases with n.

To prove the induction step we must evaluate time

derivatives of the cost C(m)

B
(t) = dmCB(t)/dtm. Apply-

ing the derivatives to the right side of (3) and using (1)

gives C(m)

B
(0) =

P
n cnp

(m)

B
(n, 0), where
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B
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Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =

p(m)

K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
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K = {|Kni : n = 0, 1, 2, · · ·} for the part of the Hilbert
space explored by time development of | (0)i ⌘ |K0i.
The basis K, sometimes called the Krylov basis in the
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numbers, and the pB(n, t) are probabilities of being in
each basis vector. Completeness of the basis B, to-
gether with the unitarity of time evolution, namelyP

n pB(n, t) = 1, implies that the cost of a wavefunction
increases if it spreads deeper into the basis. We will gen-
erally take cn = n so that the cost measures the average
depth in the basis of the support of | (t)i.

We could try to define a natural notion of complexity
as the minimum of this cost function over all bases B
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At a time t0, any basis with |B0i = | (t0)i will minimize
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We call B a complete Krylov basis if |Bni = |Kni, for
n = 0, · · · ,K � 1. The rest of the basis is unspecified
for the concerns of this definition. This defines a class
of bases for which the number of unspecified elements is
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of the Krylov basis. We will prove that any complete
Krylov basis Kc, as defined above, minimizes the deriva-
tive sequence S and hence has a lower cost than any other
basis, at least in the vicinity of t = 0.

Theorem 1 For any basis B, SK  SB, with equality
only for the complete Krylov bases B = Kc.

Proof: We will prove the theorem by induction by
showing that any orthonormal basis B whose first N el-
ements coincide with the Krylov basis satisfies SB < SB0

for all bases B0 whose first N elements do not coincide
with K.

The first element of the Krylov basis is |K0i = | (0)i.
Suppose now that the first element of B is |B0i = | 0i.
Then the cost is C(0)
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because |Bi>0i are orthogonal to | (0)i. Any basis B0

which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
increases with n.
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Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =
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K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
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increases if it spreads deeper into the basis. We will gen-
erally take cn = n so that the cost measures the average
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We could try to define a natural notion of complexity
as the minimum of this cost function over all bases B

C(t) = min
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At a time t0, any basis with |B0i = | (t0)i will minimize
(4), achieving C(t0) = c0. We will show that, under
some assumptions, there is an essentially unique basis
minimizing (4) across a finite time domain.

To this end, let C(m)

B
⌘ C(m)

B
(0) = dmCB(t)/dtm|t=0,

and suppose that the cost functions for bases B1 and
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In what follows, we say that an ordered basis B is a
complete Krylov basis Kc if its initial elements are the
Krylov basis in the correct order. In more detail, say
the Krylov basis has K vectors. K might be smaller
than the Hilbert space dimension, so in such cases the
usual Krylov basis does not span the full Hilbert space.
We call B a complete Krylov basis if |Bni = |Kni, for
n = 0, · · · ,K � 1. The rest of the basis is unspecified
for the concerns of this definition. This defines a class
of bases for which the number of unspecified elements is
the dimension of the Hilbert space minus the dimension
of the Krylov basis. We will prove that any complete
Krylov basis Kc, as defined above, minimizes the deriva-
tive sequence S and hence has a lower cost than any other
basis, at least in the vicinity of t = 0.

Theorem 1 For any basis B, SK  SB, with equality
only for the complete Krylov bases B = Kc.

Proof: We will prove the theorem by induction by
showing that any orthonormal basis B whose first N el-
ements coincide with the Krylov basis satisfies SB < SB0

for all bases B0 whose first N elements do not coincide
with K.

The first element of the Krylov basis is |K0i = | (0)i.
Suppose now that the first element of B is |B0i = | 0i.
Then the cost is C(0)

B1
= CB(0) =

P
n cn|h (0)|Bni|2 = c0

because |Bi>0i are orthogonal to | (0)i. Any basis B0

which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
increases with n.
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Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =

p(m)

K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
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with K.
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Then the cost is C(0)
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which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
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Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =

p(m)

K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0

and a “cost function” (a family,             )

Complexity = “Spread in Hilbert space”  

cn = n
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minimum (finite t) for the 
Krylov basis!

Intuition: For discrete time evolution, assume n=N-1 vectors equal 
to the Krylov basis. Then in the next step:
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Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
for any n � N and k < N . For m  2N � 1, we know
that for any integer k, either m � k or k is less than N .
Since every term in (6) involves either h (0)|Hk |Bni or
h (0)|Hm�k |Bni (or their conjugates) we conclude that

p(m)

B
(n, 0) = 0 for n � N with m  2N � 1.

Lemma 2: Suppose |Bii = |Kii for i = 0, · · ·N � 1,

up to phases. Then, C(2N)

B
(0) � C(2N)

K
(0), with equality

when K contains precisely N vectors, in which case B is
a complete Krylov basis, or when |BN i also equals |KN i
up to a phase factor.

Proof: Since the first N basis vectors agree between
B and K, Lemma 1 has already shown that for n � N ,

p(m)

B
(n, 0) = 0 when m  2N � 1. So we consider m =

2N . Examination of (6) shows that for n � N there is a
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Let |Xi, which is not necessarily normalized, be the com-
ponent of HN | i orthogonal to |B0i , . . . , |BN�1i. By
the definition of the Krylov basis K, |Xi / |KN i. Due
to orthogonality, for n � N we have
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By completeness of bases,
P
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If |Xi = 0, then K only contains N vectors, B is a com-
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cn p
(2N)

K
(n, 0) +

✓
2N

N

◆
cN hX|Xi = C(2N)

K
(0) ,

where D is the dimension of the full Hilbert space, which
could be infinite. In the last line we used the fact that
cn is increasing, that

P
n hX|Bni hBn|Xi = hX|Xi, and

that the firstN basis vectors of B andK are equal. Equal-
ity is achieved only when |BN i / |Xi / |KN i, up to a
phase. Otherwise we have a strict inequality.

Given these lemmas, suppose that a basis B coincides
with the Krylov basis K up to phases in the first N basis
elements, and deviates thereafter. Lemma 1 tells us that

the first 2N derivatives of the cost function are the same
as those of the Krylov basis, because the other basis ele-
ments contribute zero. Lemma 2 tells us that if |BN i is
not |KN i up to a phase, then its 2Nth derivative will be
larger. Since the first 2N derivatives are equal and the
2Nth derivative of CB(t) is larger, SB > SK, completing
the proof of the theorem.

Corollary 1 Any cost function of the form (3) defined in
terms of an increasing, positive sequence cn and a basis
B is minimized near t = 0 by a complete Krylov basis
Kc. Thus the associated spread complexity function (4)
is C(t) = CK(t).

We have arrived at a basis-independent definition for
the complexity, relative to the initial condition, of a quan-
tum state evolving continuously in time.

A. Minimization for discrete time evolution

The above results can be extended to show that, for
discrete time evolution, the Krylov basis minimizes the
cost (3) for all times. Suppose the discrete time evo-
lution is given by Un| (0)i = | ni, for a sequence of
unitaries Un with U0 = 1 and n = 0, 1, · · · . We define
the Krylov basis by choosing |K0i = | 0i and then re-
cursively orthogonalizing each | ni with all the |Kji for
j < n. As in the continuous time proof, we must choose
the initial state as part of the basis that minimizes the
cost, i.e., it should be the first state of the Krylov basis
| 0i = |K0i. Now assume the first N vectors of certain
basis B agree with the Krylov basis, namely |Bii = |Kii
for i = 0, · · ·N � 1. By assumption

n  N � 1 ! | ni =
N�1X

j=0

hKj | ni|Kji, (10)

and the costs of both bases are the same until discrete
time n = N � 1. Now we can decompose the next state
into a part belonging to the Krylov subspace |Kii, for
i = 0, · · ·N � 1, and a part perpendicular to it. Since
the bases are defined up to phases, we necessarily have
something of the form

| N i = p?|KN i+ pk|�ki, (11)

where |KN i is the next element of the Krylov basis by
definition, and |�ki can be expanded in terms of |Kii, for
i = 0, · · ·N � 1. A basis di↵erent from the Krylov one
would necessarily not include |KN i. Therefore, the cost
at discrete time N would be larger, since we would have
to express |KN i in the new basis, which would require at
least two vectors. Since the contribution to the cost from
the part |�ki is the same in both bases, the cost must
increase when we divide |KN i into several contributions,
since cn is a strictly increasing function of n.

This completes the proof that the Krylov basis mini-
mizes the cost function for all times. In this argument
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where ↵ is the operator growth rate and � is a non-
universal constant that depends on the details of the op-
erator. In particular, for this type of Lanczos coe�cients,
i.e., systems saturating the bound, the Krylov complex-
ity grows exponentially fast with an exponent given by
� = 2↵. In several examples, some of which will be de-
scribed below, at finite temperature T = 1/� one arrives
at ↵ = ⇡/�, and this was conjectured to bound the Lya-
punov exponent, as defined by out-of-time ordered cor-
relation functions [9].

SYK example

As the key example of the behaviour (25), the SYK
model [6, 16], which is a modern playground for quan-
tum chaos [6, 9], was analyzed in [23]. The SYK model
[6, 16] is a model of N Majorana fermions interacting
with all-to-all random couplings. For random q-body in-
teractions, the Hamiltonian is of the form

H = iq/2
X

1i1<i2<···<iqN

Ji1i2···iq i1 i2 · · · iq , (26)

This model has been at the center of attention for the
past years for several important reasons, namely exact
solvability at large N , conformal phase at low energies,
and maximal chaos in the sense of [9].

Operator growth for this system was considered in [17],
using a natural notion of growth arising from the exact
Majorana fermion formulation of the model. An advan-
tage of such an approach is that it was naturally related
to out-of-time ordered correlation functions, see also [18].
A disadvantage is that such a definition does not seem to
find a natural extension to higher dimensions and QFTs.

Operator growth for this system was also reconsidered
in [23] using the Lanczos approach. As explained above,
the starting point of this approach can be taken to be the
autocorrelation function. For SYK at low temperatures
this is

C(t) = cosh�⌘

✓
⇡t

�

◆
. (27)

In this case, the Lanczos coe�cients can be obtained an-
alytically [23] (see also [29]) and are given by

bn =
⇡

�

p
n(⌘ + n� 1) . (28)

The operator wavefunction can then be found by solving
(20) and reads

'n(t) =

s
�(⌘ + n)

n!�(⌘)

tanhn(↵t)

cosh⌘(↵t)
. (29)

The probabilities pn(t) = |'n(t)|2 from this solution cor-
respond to the negative binomial distribution. The evolu-
tion of these probabilities depicts a one-dimensional dif-
fusion process over the Krylov basis. The time evolution

of the mean position in this chain, or equivalently the evo-
lution of Krylov complexity, is of exponential type. It is
controlled by the maximal Lyapunov exponent � = 2⇡/�.
More explicitly

KO = ⌘ sinh2(↵t) ⇠ ⌘

4
e2↵t = e2↵(t�

1
2↵ log( 4

⌘ )) , (30)

where we have written the coe�cient of the exponent in
an analogous way to the scrambling time in the OTOC.
Observe that, while the exponential growth is “more uni-
versal” than the usual Lyapunov growth (it does not re-
ceive stringy corrections for example in the context of
holography), the “scrambling time” for a given operator
is by construction less universal. Nevertheless, it depends
on the scaling dimension of the initial perturbation and
may also be a good probe for the operator growth.
Before moving forward we want to make a couple of

remarks. First, from a technical standpoint, the deriva-
tion of the operator wavefunctions in both [17] and [23] is
quite involved. This feature makes it di�cult to extrapo-
late to other systems, in particular to higher dimensions.
On the other hand, readers familiar with the SYK model
and the arguments that lead to the derivation of the cor-
relator (27) (using large-N techniques, see [6, 16]) may
recall it was the conformal symmetry appearing in the
low energy Schwinger-Dyson equations that was respon-
sible for the form of this two-point function. In other
words, the fermions behave as primaries transforming in
specific representations of the SL(2,R) algebra. In par-
ticular, for the q-body interaction, the associated scaling
dimension is h = 1/q. We might expect a deeper and
simpler understanding of operator dynamics and wave-
function when such a feature is included in the analysis.
Second, from a more holographic standpoint, the rela-

tion between Krylov complexity and the actual physics
of the problem is far from clear. In the light of recent dis-
cussions on near horizon symmetries in black hole physics
and their potential connections with operator complexity
[22, 32, 43, 45–47], we would like to have a better under-
standing of the Krylov complexity operator.
In the following sections, we will explore a geometric av-
enue towards both problems, which more broadly can be
seen as a new perspective on the Lanczos approach.

III. LIOUVILLIAN AND SYMMETRY: GENERAL
IDEA

In this section, we describe a general paradigm that we
will follow through the rest of the article. The main idea
is simple yet powerful, and we describe it in the follow-
ing. From the zoo of complicated quantum systems, we
focus our attention on models governed by symmetry. By
this, we mean systems for which the Liouvillian operator
belongs to the Lie algebra of a given symmetry group.
In the context of the usual Shrodinger evolution, this is

At large q this growth is represented by return amplitude (low T,                )⌘ ⇠ 2/q
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The self-averaging properties of the SYK model allow the
typical Lanczos coefficients to be computed from the
averaged moments via a general numerical procedure
[23]. This is described in detail in Appendix B.
We find that the Lanczos coefficients follow the univer-

sal form (12) quite closely, as shown in Fig. 4(a). In the
large-q limit, there is a closed form expression for the
coefficients, computed in Appendix B:

bSYKn ¼

(
J

ffiffiffiffiffiffiffiffi
2=q

p
þOð1=qÞ n ¼ 1;

nJ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðn − 1Þ

p
þOð1=qÞ n > 1;

ð19Þ

whereJ ¼ ffiffiffi
q

p
2ð1−qÞ=2J. Therefore, in the large-q limit, the

SYK model follows the universal form (12) with α ¼ J .
We may conclude that our hypothesis is obeyed in a
canonical model of quantum chaos and that the upper
bound of linear growth of the Lanczos coefficients is tight.
The SYK model is quite unusual in several respects:

it is a disordered, large-N model in zero dimensions.
However, none of these special features are required to
achieve linear growth. To demonstrate, we turn to a model
studied in the mathematical literature, defined on the 2D
square lattice [38]:

H ¼
X

x;y

Xx;yZxþ1;y þ Zx;yXx;yþ1; ð20Þ

where X and Z are the normal Pauli matrices. A theorem
[38] states that the moments of the operator X0;0 grow as

μ2n ¼ n2neOðnÞ; ð21Þ

which implies that the Lanczos coefficients grow linearly
(see Appendix A for a translation between asymptotics).
Thus, linear growth (12) is a tight upper bound for the
growth of the Lanczos coefficients in dimensions greater
than one for “realistic” spin models. The content of our
hypothesis is that achieving this upper bound is generic in
chaotic systems.

C. The special case d = 1

We now turn to the special case of one-dimensional
systems. Let us first present some numerical evidence.
Figure 4(a) shows the Lanczos coefficients for a variety of
spin models in the thermodynamic limit. (Numerical details
are given in Appendix C.) One can clearly see that the
asymptotic behavior still appears linear whenever the
model is nonintegrable. There is often an onset period
before the universal behavior sets in; the first few Lanczos
coefficients are highly model dependent. We observe that
the more strongly interacting the system, the sooner
universal behavior appears [39]. Figure 4(b) shows the
robustness of this asymptotic behavior. The pure transverse
field Ising model may be mapped to free fermions so, as
expected, the Lanczos coefficients are bounded. But as
soon as a small integrability-breaking interaction is added,
the coefficients appear to become asymptotically linear, and
the asymptotic behavior sets in at smaller n as the strength
of the interaction increases, which is reminiscent of the
crossover from Poisson to generalized orthogonal ensemble
distributed level statistics as integrability is broken [40,41].
Observe also that the slope of the asymptotic growth
depends only weakly on the (integrability breaking) inter-
action strength, which seems to be a general phenomenon,
as it occurs also in the SYK model plus two-body
interactions; see Fig. 9 for details.
The numerical evidence is apparently compatible with

linear growth of the Lanczos coefficients in 1D—but only
apparently. We can see this by considering the singularity

(a) (b)

FIG. 4. (a) Lanczos coefficients in a variety of strongly inter-
acting spin-half chains:H1 ¼

P
i XiXiþ1 þ 0.709Zi þ 0.9045Xi,

H2 ¼ H1 þ
P

i 0.2Yi, and H3 ¼ H1 þ
P

i 0.2ZiZiþ1. The initial
operator O is an energy density wave with momentum q ¼ 0.1.
(b) Crossover to apparently linear growth as interactions are
added to a free model. Here, H ¼

P
i XiXiþ1 − 1.05Zi þ hXXi,

and O ∝
P

i 1.05XiXiþ1 þ Zi. The bn’s are bounded when
hX ¼ 0 but appear to have asymptotically linear growth for
any hX ≠ 0. Logarithmic corrections are not clearly visible in the
numerical data. Numerical details are given in Appendix C.

FIG. 5. The exact solution wave function (26) in the semi-
infinite chain at various times. The wave function is defined only
at n ¼ 0; 1; 2… but is extrapolated to intermediate values for
display.
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in the spectral function. In fact, Appendix A shows that the
following asymptotics are equivalent (see Fig. 3):

bn ¼ αnþOð1Þ; ð15aÞ

ΦðωÞ ¼ e−ðjωj=ω0ÞþoðωÞ; ω0 ¼
2

π
α: ð15bÞ

We stress that this equivalence is purely mathematical,
which holds independently of physical considerations such
as the dimension, the temperature, or even if the system is
quantum or classical. However, this equivalence has a key
physical consequence: It implies that α is observable in
linear response measurements. In fact, high-frequency
power spectra for quantum spin systems can be measured
with nuclear magnetic resonance, and exponential decays
are reported for CaF2 [24–26]. This experimental tech-
nique, therefore, provides a practical way of measuring α.
On a theoretical note, the spectral function also appears in
the off-diagonal eigenstate thermalization hypothesis,
which is therefore related to our hypothesis.
Additionally, comparing Eqs. (14) and (15) shows that

α ≤ π=2κ, so the growth rate is limited by the local
bandwidth of the model and the geometry:

α ≤ πeGrkhik; ð16Þ

cf. Eq. (14). This inequality is the consequence of the
natural energy scale for the Lanczos coefficients being set
by the local bandwidth. However, we see that α itself is not
merely the bandwidth but contains a great deal of physical
information about the system.
We find it useful to dispel a possible misconception

related to the high-frequency tail of the spectral function
ΦðωÞ. On dimensional grounds it is tempting—though
ultimately erroneous—to interpret Eq. (15) as a statement
about the short-time behavior of CðtÞ. To see why this is
wrong, notice that the short-time behavior is captured by
the first moment alone, as CðtÞ ¼ 1 − μ2t2=2þOðt4Þ. The
high-frequency information instead governs the asymp-
totics of moments μ2n as n → ∞ (which involve increas-
ingly large operators) and the analytical structure ofCðtÞ on
the imaginary-t axis, as shown in Fig. 3. In particular, the
exponential decay rate sets the location of the closest pole
to the origin on the imaginary axis. The high-frequency
information also does not control the large time limit
t → þ∞; we come back to this point in Sec. VII B below.
In brief, the hypothesis governs large ω behavior of ΦðωÞ
and, correspondingly, the behavior of CðtÞ on the imagi-
nary axis. Explicitly, a growth rate of α gives rise to a
singularity at

t ¼ % iπ
2α

: ð17Þ

B. Analytical evidence

The upper bounds of the previous section show that
the Lanczos coefficients cannot grow faster than linearly.
We now show that this bound is tight through two analytic
examples.
It is an ironic point that the assumptions for the

hypothesis (12) fail in virtually all known solvable models,
as those are often integrable or even noninteracting. This
explains why, to the best of our knowledge, linear growth is
not recognized in any of the extensive literature on the
recursion method as a universal behavior (except for certain
classical systems [36]). However, there is one solvable
model where we can compute the linear behavior analyti-
cally: the SYK model (see, e.g., Refs. [13–15]). Its
Hamiltonian is

HðqÞ
SYK ¼ iq=2

X

1≤i1<i2<&&&<iq≤N
Ji1…iqγi1γi2…γiq ; ð18Þ

where the γi’s, with 1 ≤ i ≤ N, are Majorana fermions
with anticommutators fγi; γjg ¼ δij and the Ji1…iq ’s are
disordered couplings drawn from a Gaussian distribution
with mean zero and variance ðq − 1Þ!J2=Nq−1. We study
the dynamics of a single Majorana O ¼

ffiffiffi
2

p
γ1 [37]. To

leverage the SYK solvability, we compute the moments
μ2n ¼ ðOjL2njOÞ, averaged over disorder in the large-N
limit. For any finite q, the moments can be computed
efficiently, thanks to the well-known large-N Schwinger-
Dyson-type equations satisfied by the correlation functions.

FIG. 3. Illustration of the spectral function and the analytical
structure of CðtÞ; t ∈ C. When the Lanczos coefficients have
linear growth rate α, ΦðωÞ has exponential tails ∼e−jωj=ω0 with
ω0 ¼ 2α=π; CðtÞ is analytical in a strip of half-width 1=ω0, and
the singularities closest to the origin are at t ¼ %i=ω0. See
Appendix A 2 for further discussion.
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S(t) = (O(t)|O(0)) '
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⇣

⇡t
�
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s
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cosh⌘(⇡t� )
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Hypothesis: “Maximal growth of Lanczos coefficients”

Claim: Saturated for “maximally chaotic” systems (OTOC) 

Saturation <=> exponential growth of Krylov Complexity

KO ⇠ e�t
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between them. We note that fbng is special in the sense that
it is a nonlinear representation of the autocorrelation, while
all other representations are linearly related. We provide
the details on the mapping to bn in Appendix A, with a
particular focus on asymptotic properties.
The nonlinearity involved in fbng also makes them more

abstract. Intuitively, we can think of the Krylov basis fOng
as stratifying operators by their “complexity” (with respect
to the initial operator O), and bn’s describe how operators
of different complexities transform into one another. The
goal of this work is to study aspects of operator growth
that can be reduced to the quantum mechanics on this semi-
infinite chain.

IV. THE HYPOTHESIS

We now state the hypothesis. Informally, in a chaotic
quantum system, the Lanczos coefficients fbng should
grow as fast as possible. The maximal possible growth
rate turns out to be linear (with logarithm corrections in
1D). Our precise statement is therefore as follows. Suppose
thatH describes an infinite, nonintegrable [28], many-body
system in dimension d > 1 andO is a local operator having
zero overlap with any conserved quantity [in particular,
ðOjHÞ ¼ 0]. Then, the Lanczos coefficients are asymp-
totically linear:

bn ¼ αnþ γ þ oð1Þ; ð12Þ

for some real constants α > 0 and γ. This linear growth is
an example of universality. We will refer to α as the growth
rate, and it plays a multitude of roles. In fact, it quanti-
tatively captures the growth of “operator complexity” in a
precise sense (Sec. V B). On the other hand, it is observable
by standard linear response measures (Sec. IVA). This
section first describes why linear growth is maximal,
amasses a weight of evidence in favor of the hypothesis,
and finally discusses the special case of one dimension.
We note that the idea of classifying operator dynamics by

Lanczos coefficient asymptotics is as old as the recursion
method itself. Many examples have been explored, result-
ing in a broad zoology, as surveyed in Ref. [23]. In
particular, it is known that noninteracting models (such
as lattice free fermions) give rise to a bounded sequence
bn ∼Oð1Þ. If we start with a two-body operator O in such
free models, all On’s remain two-body. In this sense, the
operator dynamics is simple. In this work, we focus on the
opposite extreme of generic chaotic dynamics. To our
knowledge, the ubiquity of asymptotically linear growth
in these systems and its consequences have not been
systematically studied in quantum systems. Interacting
models with obstructions to thermalization (e.g., integrable
systems) lead to more involved behaviors, which have not
been thoroughly explored. Nevertheless, a square root
behavior bn ∼

ffiffiffi
n

p
is observed in a few examples

(Refs. [23,29]; see also Fig. 2).

A. Upper bounds

We start by showing that linear growth is the maximal
possible growth of the Lanczos coefficients, which is most
easily done starting with the spectral function. In interact-
ing many-body systems, the spectral function has a tail
extending to arbitrarily high frequencies. The asymptotic
behavior of the tail is directly related to the Lanczos
coefficients, with faster growth of Lanczos coefficients
corresponding to slower decay of ΦðωÞ. The precise
asymptotic behavior is [30,31]

bn ∼ nδ ⇔ ΦðωÞ ∼ expð−jω=ω0j1=δÞ ð13Þ

for any δ > 0 and some constant ω0. In particular, δ ¼ 1
corresponds to asymptotically linear Lanczos coefficients
and an exponentially decaying spectral function.
The decay of the spectral function is constrained by a

powerful bound. A rigorous and general result of Ref. [32]
(see also Refs. [33–35] and Appendix F for a self-contained
proof) is that, given an r-local lattice Hamiltonian H ¼P

ihi in any dimension,

ΦðωÞ ≤ Ce−κjωj; κ ¼ 1

2eGrkhik
ð14Þ

for some C > 0 and a known Oð1Þ geometrical factor Gr.
We may conclude δ ≤ 1 in Eq. (13), so the Lanczos
coefficients grow at most linearly.
When linear growth of the bn’s is achieved, the growth

rate α is quantitatively related to the exponential decay rate

FIG. 2. Lanczos coefficients in a variety of models demonstrat-
ing common asymptotic behaviors. “Ising” is H ¼

P
i XiXiþ1 þ

Zi with O ¼
P

j e
iqjZj (q ¼ 1=128 here and below) and has

bn ∼Oð1Þ. “X in XX” is H ¼
P

i XiXiþ1 þ YiYiþ1 with
O ¼

P
j Xj, which is a string rather than a bilinear in the

Majorana fermion representation, so this is effectively an interact-
ing integrable model that has bn ∼

ffiffiffi
n

p
. XXX is H¼

P
i XiXiþ1þ

YiYiþ1þZiZiþ1 with O¼
P

j e
iqjðXjYjþ1−YjXjþ1Þ that appears

to obey bn ∼
ffiffiffi
n

p
. Finally, SYK is Eq. (18), where q ¼ 4, J ¼ 1,

andO ¼
ffiffiffi
2

p
γ1 with bn ∼ n. The Lanczos coefficients are rescaled

vertically for display purposes. Numerical details are given in
Appendixes B and C.
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Ex.3 Symmetry approach: e.g. SL(2,R)
7

We start from the commutation relations for the SL(2,R)
algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0, (35)

and consider a discrete series representation labeled by
a positive integer h. This representation is typically
expanded by orthonormal vectors |h, ni, for n a non-
negative integer, satisfying hh,m|h, ni = �n,m. Basis
vectors are the eigenstates of the L0 operator as well
as the Casimir operator C2 = L2

0 � 1
2 (L�1L1 + L1L�1)

with eigenvalue h(h� 1). The full action of the SL(2,R)
generators in this basis is given by

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i , (36)

which in particular implies that

|h, ni =

s
�(2h)

n!�(2h+ n)
Ln

�1 |hi . (37)

The same Hilbert space can be also expanded by means
of generalized coherent states, see [53], that are defined
by using the displacement operator

|z, hi ⌘ D(⇠) |hi , D(⇠) = e⇠L�1�⇠̄L1 , (38)

where the relation between the complex variables is

z =
⇠

|⇠| tanh(|⇠|), |⇠| =
q
⇠⇠̄. (39)

It is useful to introduce polar coordinates ⇠ = 1
2⇢e

i�, such
that z parametrizes the unit disc

z = tanh
⇣⇢
2

⌘
ei�, |z| < 1. (40)

Using the action of the SL(2,R) generators on the pri-
mary state, in particular relation (37), we can write these
so-called SU(1,1) Perelomov coherent states more explic-
itly as

|z, hi = (1� |z|2)h
1X

n=0

zn

s
�(2h+ n)

n!�(2h)
|h, ni . (41)

Now we will follow the general paradigm described in the
previous section. First, from (36), we note that L�1 is
playing the role of the abstract raising operator L+ and
L1 of the lowering operator L�. This way, the Liouvillian
governing the SL(2,R) operator dynamics in the Krylov
basis is given by

L = ↵ (L�1 + L1) . (42)

As reviewed above, the operator wavefunction (13) is ob-
tained by applying the unitary evolution with L, so that

|O(t)) = ei↵(L�1+L1)t |hi . (43)

Returning to the definition of the coherent state (38), we
make the key observation that our operator’s wavefunc-
tion is nothing but the Perelomov coherent state with
⇠ = i↵t. More explicitly we have the relation

|O(t)) = |z = i tanh(↵t), h = ⌘/2i , (44)

as well as the identification between the Krylov basis and
the basis vectors associated with representation h of the
SL(2,R) group

|O) = |hi , |On) = |h, ni . (45)

Arguably the most elegant consequence of this map is the
fact that from the action of the ladder operators (36), we
immediately get the Lanczos coe�cients

bn = ↵
p

n(2h+ n� 1). (46)

We can indeed check that the wavefunctions (29) are just
coe�cients of the coherent state (41) with z = i tanh(↵t)
and solve the Schrodinger equation (20) with the Lanc-
zos coe�cients above.
The Krylov complexity is then proportional to the high-
est weight h and grows exponentially with time, with the
Lyapunov exponent � = 2↵

KO = (O(t)|n|O(t)) = 2h sinh2(↵t). (47)

Moreover, the n = 0 amplitude is the SYK auto-
correlation function (27) with ⌘ = 2h.
A more appropriate interpretation of the identification

⇠ = i↵t is that operator dynamics in this setup is mapped
to a particular classical trajectory in the phase space of
coherent states. In polar coordinates, this trajectory cor-
responds to setting ⇢ = 2↵t and � = ⇡/2. We will return
to this interpretation in section VII.
We now introduce the “information geometry” associ-

ated with generalized coherent states and use it to inter-
pret operator growth and Krylov complexity geometri-
cally. To this end, we recall that in a quantum theory,
the space of coherent states has an associated geometry
described by the Fubini-Study metric (also dubbed in-
formation metric). For our states (41) this becomes the
standard metric on the hyperbolic disc. In complex co-
ordinates (z, z̄) as well as in (⇢,�) it reads

ds2
FS

=
2hdzdz̄

(1� zz̄)2
=

h

2

�
d⇢2 + sinh2(⇢)d�2

�
. (48)

With this geometry at our disposal, we want to make
several comments. Firstly, the identification used to de-
scribe the growth, namely ⇢ = 2↵t and � = ⇡/2, defines
a geodesic in this geometry. In other words, the operator
growth process gets mapped to a geodesic motion in a
hyperbolic geometry (48). This will be made more pre-
cise in section VII. Secondly, we can interpret the Krylov
complexity operator as a generator of translations in the
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Returning to the definition of the coherent state (38), we
make the key observation that our operator’s wavefunc-
tion is nothing but the Perelomov coherent state with
⇠ = i↵t. More explicitly we have the relation

|O(t)) = |z = i tanh(↵t), h = ⌘/2i , (44)

as well as the identification between the Krylov basis and
the basis vectors associated with representation h of the
SL(2,R) group

|O) = |hi , |On) = |h, ni . (45)

Arguably the most elegant consequence of this map is the
fact that from the action of the ladder operators (36), we
immediately get the Lanczos coe�cients

bn = ↵
p

n(2h+ n� 1). (46)

We can indeed check that the wavefunctions (29) are just
coe�cients of the coherent state (41) with z = i tanh(↵t)
and solve the Schrodinger equation (20) with the Lanc-
zos coe�cients above.
The Krylov complexity is then proportional to the high-
est weight h and grows exponentially with time, with the
Lyapunov exponent � = 2↵

KO = (O(t)|n|O(t)) = 2h sinh2(↵t). (47)

Moreover, the n = 0 amplitude is the SYK auto-
correlation function (27) with ⌘ = 2h.
A more appropriate interpretation of the identification

⇠ = i↵t is that operator dynamics in this setup is mapped
to a particular classical trajectory in the phase space of
coherent states. In polar coordinates, this trajectory cor-
responds to setting ⇢ = 2↵t and � = ⇡/2. We will return
to this interpretation in section VII.
We now introduce the “information geometry” associ-

ated with generalized coherent states and use it to inter-
pret operator growth and Krylov complexity geometri-
cally. To this end, we recall that in a quantum theory,
the space of coherent states has an associated geometry
described by the Fubini-Study metric (also dubbed in-
formation metric). For our states (41) this becomes the
standard metric on the hyperbolic disc. In complex co-
ordinates (z, z̄) as well as in (⇢,�) it reads

ds2
FS

=
2hdzdz̄

(1� zz̄)2
=

h

2

�
d⇢2 + sinh2(⇢)d�2

�
. (48)

With this geometry at our disposal, we want to make
several comments. Firstly, the identification used to de-
scribe the growth, namely ⇢ = 2↵t and � = ⇡/2, defines
a geodesic in this geometry. In other words, the operator
growth process gets mapped to a geodesic motion in a
hyperbolic geometry (48). This will be made more pre-
cise in section VII. Secondly, we can interpret the Krylov
complexity operator as a generator of translations in the

[PC, Magan, Patramanis ’21]

Consider a class of models/states where the (state/operator) evolution in the 
Krylov space can be represented by 

H = �L0 + ↵(L�1 + L1)
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|Kni = |h, ni
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Then we can immediately read-off the Lanczos coefficients

an = �(n+ h)

<latexit sha1_base64="aAOCMZNSVmWfzs0J/6etzbt/4/o=">AAAB+HicbVBNS8NAEN34WetHox69BItQEUoiFb0IRS8eK9gPaEOYbDft0t1N2N0INfSXePGgiFd/ijf/jds2B219MPB4b4aZeWHCqNKu+22trK6tb2wWtorbO7t7JXv/oKXiVGLSxDGLZScERRgVpKmpZqSTSAI8ZKQdjm6nfvuRSEVj8aDHCfE5DASNKAZtpMAuQSCuewPgHCribHga2GW36s7gLBMvJ2WUoxHYX71+jFNOhMYMlOp6bqL9DKSmmJFJsZcqkgAewYB0DRXAifKz2eET58QofSeKpSmhnZn6eyIDrtSYh6aTgx6qRW8q/ud1Ux1d+RkVSaqJwPNFUcocHTvTFJw+lQRrNjYEsKTmVgcPQQLWJquiCcFbfHmZtM6rXq16cV8r12/yOAroCB2jCvLQJaqjO9RATYRRip7RK3qznqwX6936mLeuWPnMIfoD6/MHlReSZQ==</latexit>

bn = ↵
p

n(2h+ n� 1)
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Take the SL(2,R) algebra

[Muck, Yang ’22]Related: Toda system, Orthogonal polynomials [Dymarsky, Gorsky ’19]



The state evolution can be represented as a generalised coherent state (“driven CFT”)

[PC, J.M.Magan, D.Patramanis ’21]

These “amplitudes” solve the Schrödinger equation with SL(2,R) Lanczos coeff.

| (t)i = e�iHt |hi = eAL�1eBL0eCL1 |hi =
X

n

�n(t) |Kni
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We can also derive a general result for complexity for this symmetry setup

11

The complexity for the standard and inverted (! !
�i!i) oscillators become respectively

C(t) =
sin2(!t/2)

sinh2(�!/2)
; C(t) =

sinh2(!it/2)

sin2(�!i/2)
. (74)

We see that complexity is periodic in time for a standard
oscillator, but grows exponentially for the unstable oscil-
lator – results that make intuitive sense. At large times
we can approximate the inverted harmonic oscillator by

C(t) ' 1

4 sin2(�!i/2)
e!it ⌘ e�(t�t⇤) , (75)

where � = !i and t⇤ = 2

!i
log (2 sin(�!i/2)).

For general representations h we can compute the
probability pn to be:

| n(t)|2 =
�(2h+ n)

n!�(2h)

0

@
sinh

2

✓
↵t

q
1�

�2

4↵2

◆

cosh2

✓
↵t

q
1�

�2

4↵2

◆
�

�2

4↵2

1

A
n

0

@
cosh2

✓
↵t

q
1�

�2

4↵2

◆
�

�2

4↵2

1�
�2

4↵2

1

A
2h

,

(76)

with complexity

C(t) =
1X

n=0

npn =
2h

1� �2

4↵2

sinh2
 
↵t

r
1� �2

4↵2

!
. (77)

When � > 2↵ the square root is imaginary and com-
plexity is periodic in analogy to the standard oscillator,
while when � < 2↵ the system has exponentially growing
complexity like the unstable oscillator. At the transition
point ! = 0 between the standard and inverted oscilla-
tors, � = 2↵ and we have

an = �n = 2↵n = 2bn , (78)

for large n. Taking the limit ! ! 0 limit in (77) from
either above or below, we find that the complexity grows
quadratically in time

C�=2↵(t) = 2h↵2t2 . (79)

Strictly speaking when ! = 0 the theory is free and the
partition function is not well defined, but we will think
about this setting as an analytical continuation of the
stable oscillator.

We can give a second, more general argument, for this
behavior. We place the sites of the 1d chain in (26) on
the real line with spacing �xn = 1

p
bn
; the evolution can

be rewritten as

i@t = bn+1 n+1 + an n + bn n�1 (80)

=

bn+1

bn
 n+1 + 2 n +  n�1

�x2
n

+ (an � 2bn) n. (81)

In the large n limit when an � 2bn is a constant V0 and
bn+1

bn
⇡ 1, this equation simplifies to

i@t =
 n+1 + 2 n +  n�1

�x2
n

+ V0 n. (82)

We notice that this bears some similarity to the
discretization of the second derivative of a function
@2xf(x) = f(x+✏)�2f(x)+f(x�✏)

✏2 . For large n, the spac-
ing �xn ! 0, and their ratios �xn/�xn+1 ! 1. We
instead choose a Krylov basis with phases of �1 at odd
sides, then in the new bases we can smoothly interpolate
the values of  n:  (

P
n �xn) = (�1)n n. We can then

approximate (82) in the new basis by the Schrodinger
equation of a free particle on a line

i@t (x) = �@2x (x) + V0 (x). (83)

A free particle travels at a constant velocity, so we expect
hxi ⇠ t in the large n limit. Since in the large n limit,
bn ⇠ n, the position corresponding to site n is xn =Pn

i=1
�xi ⇠

Pn
i=0

1
p
i
⇠

p
n, we expect h

p
ni ⇠ t, and

therefore hni ⇠ t2.

1. Entropic complexity and variance:

To further characterize the spread of the wavefunction
across the Krylov basis (76), we can compute the entropic
notion of the complexity in Sec. II B and the variance
of the distribution. In the context of operator growth,
these were studied in [47, 57] respectively, where they
were dubbed K-entropy and K-variance.
For h = 1/2 we can compute the entropy analytically

S = �x lnx+ (1� x) ln(1� x)

x
, (84)

where

x =
1� �2

4↵2

cosh2
✓
↵t
q
1� �2

4↵2

◆
� �2

4↵2

, (85)

Thus for general � and ↵ the entropy grows linearly at
late times. When � = 2↵, which describes the free limit
of the the oscillator, entropy at late times shows slower,
logarithmic growth

S ⇠ 2 log(↵t) + 1 +O((↵t)�2) . (86)

This implies a quadratic growth of the entropic definition
of complexity

CS ⇠ ↵2t2 , (87)

similar to our original definition in (79), but with para-
metrically smaller growth rate for large scaling dimension
h.

Exponential growth for: � < 2↵
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Ex.3 Symmetry approach: SL(2,R)
[Balasubramanian, PC, Magan, Wu ’22]
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We start from the commutation relations for the SL(2,R)
algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0, (35)

and consider a discrete series representation labeled by
a positive integer h. This representation is typically
expanded by orthonormal vectors |h, ni, for n a non-
negative integer, satisfying hh,m|h, ni = �n,m. Basis
vectors are the eigenstates of the L0 operator as well
as the Casimir operator C2 = L2

0 � 1
2 (L�1L1 + L1L�1)

with eigenvalue h(h� 1). The full action of the SL(2,R)
generators in this basis is given by

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i , (36)

which in particular implies that

|h, ni =

s
�(2h)

n!�(2h+ n)
Ln

�1 |hi . (37)

The same Hilbert space can be also expanded by means
of generalized coherent states, see [53], that are defined
by using the displacement operator

|z, hi ⌘ D(⇠) |hi , D(⇠) = e⇠L�1�⇠̄L1 , (38)

where the relation between the complex variables is

z =
⇠

|⇠| tanh(|⇠|), |⇠| =
q
⇠⇠̄. (39)

It is useful to introduce polar coordinates ⇠ = 1
2⇢e

i�, such
that z parametrizes the unit disc

z = tanh
⇣⇢
2

⌘
ei�, |z| < 1. (40)

Using the action of the SL(2,R) generators on the pri-
mary state, in particular relation (37), we can write these
so-called SU(1,1) Perelomov coherent states more explic-
itly as

|z, hi = (1� |z|2)h
1X

n=0

zn

s
�(2h+ n)

n!�(2h)
|h, ni . (41)

Now we will follow the general paradigm described in the
previous section. First, from (36), we note that L�1 is
playing the role of the abstract raising operator L+ and
L1 of the lowering operator L�. This way, the Liouvillian
governing the SL(2,R) operator dynamics in the Krylov
basis is given by

L = ↵ (L�1 + L1) . (42)

As reviewed above, the operator wavefunction (13) is ob-
tained by applying the unitary evolution with L, so that

|O(t)) = ei↵(L�1+L1)t |hi . (43)

Returning to the definition of the coherent state (38), we
make the key observation that our operator’s wavefunc-
tion is nothing but the Perelomov coherent state with
⇠ = i↵t. More explicitly we have the relation

|O(t)) = |z = i tanh(↵t), h = ⌘/2i , (44)

as well as the identification between the Krylov basis and
the basis vectors associated with representation h of the
SL(2,R) group

|O) = |hi , |On) = |h, ni . (45)

Arguably the most elegant consequence of this map is the
fact that from the action of the ladder operators (36), we
immediately get the Lanczos coe�cients

bn = ↵
p

n(2h+ n� 1). (46)

We can indeed check that the wavefunctions (29) are just
coe�cients of the coherent state (41) with z = i tanh(↵t)
and solve the Schrodinger equation (20) with the Lanc-
zos coe�cients above.
The Krylov complexity is then proportional to the high-
est weight h and grows exponentially with time, with the
Lyapunov exponent � = 2↵

KO = (O(t)|n|O(t)) = 2h sinh2(↵t). (47)

Moreover, the n = 0 amplitude is the SYK auto-
correlation function (27) with ⌘ = 2h.
A more appropriate interpretation of the identification

⇠ = i↵t is that operator dynamics in this setup is mapped
to a particular classical trajectory in the phase space of
coherent states. In polar coordinates, this trajectory cor-
responds to setting ⇢ = 2↵t and � = ⇡/2. We will return
to this interpretation in section VII.
We now introduce the “information geometry” associ-

ated with generalized coherent states and use it to inter-
pret operator growth and Krylov complexity geometri-
cally. To this end, we recall that in a quantum theory,
the space of coherent states has an associated geometry
described by the Fubini-Study metric (also dubbed in-
formation metric). For our states (41) this becomes the
standard metric on the hyperbolic disc. In complex co-
ordinates (z, z̄) as well as in (⇢,�) it reads

ds2
FS

=
2hdzdz̄

(1� zz̄)2
=

h

2

�
d⇢2 + sinh2(⇢)d�2

�
. (48)

With this geometry at our disposal, we want to make
several comments. Firstly, the identification used to de-
scribe the growth, namely ⇢ = 2↵t and � = ⇡/2, defines
a geodesic in this geometry. In other words, the operator
growth process gets mapped to a geodesic motion in a
hyperbolic geometry (48). This will be made more pre-
cise in section VII. Secondly, we can interpret the Krylov
complexity operator as a generator of translations in the
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We start from the commutation relations for the SL(2,R)
algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0, (35)

and consider a discrete series representation labeled by
a positive integer h. This representation is typically
expanded by orthonormal vectors |h, ni, for n a non-
negative integer, satisfying hh,m|h, ni = �n,m. Basis
vectors are the eigenstates of the L0 operator as well
as the Casimir operator C2 = L2

0 � 1
2 (L�1L1 + L1L�1)

with eigenvalue h(h� 1). The full action of the SL(2,R)
generators in this basis is given by

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i , (36)

which in particular implies that

|h, ni =

s
�(2h)

n!�(2h+ n)
Ln

�1 |hi . (37)

The same Hilbert space can be also expanded by means
of generalized coherent states, see [53], that are defined
by using the displacement operator

|z, hi ⌘ D(⇠) |hi , D(⇠) = e⇠L�1�⇠̄L1 , (38)

where the relation between the complex variables is

z =
⇠

|⇠| tanh(|⇠|), |⇠| =
q
⇠⇠̄. (39)

It is useful to introduce polar coordinates ⇠ = 1
2⇢e

i�, such
that z parametrizes the unit disc

z = tanh
⇣⇢
2

⌘
ei�, |z| < 1. (40)

Using the action of the SL(2,R) generators on the pri-
mary state, in particular relation (37), we can write these
so-called SU(1,1) Perelomov coherent states more explic-
itly as

|z, hi = (1� |z|2)h
1X

n=0

zn

s
�(2h+ n)

n!�(2h)
|h, ni . (41)

Now we will follow the general paradigm described in the
previous section. First, from (36), we note that L�1 is
playing the role of the abstract raising operator L+ and
L1 of the lowering operator L�. This way, the Liouvillian
governing the SL(2,R) operator dynamics in the Krylov
basis is given by

L = ↵ (L�1 + L1) . (42)

As reviewed above, the operator wavefunction (13) is ob-
tained by applying the unitary evolution with L, so that

|O(t)) = ei↵(L�1+L1)t |hi . (43)

Returning to the definition of the coherent state (38), we
make the key observation that our operator’s wavefunc-
tion is nothing but the Perelomov coherent state with
⇠ = i↵t. More explicitly we have the relation

|O(t)) = |z = i tanh(↵t), h = ⌘/2i , (44)

as well as the identification between the Krylov basis and
the basis vectors associated with representation h of the
SL(2,R) group

|O) = |hi , |On) = |h, ni . (45)

Arguably the most elegant consequence of this map is the
fact that from the action of the ladder operators (36), we
immediately get the Lanczos coe�cients

bn = ↵
p

n(2h+ n� 1). (46)

We can indeed check that the wavefunctions (29) are just
coe�cients of the coherent state (41) with z = i tanh(↵t)
and solve the Schrodinger equation (20) with the Lanc-
zos coe�cients above.
The Krylov complexity is then proportional to the high-
est weight h and grows exponentially with time, with the
Lyapunov exponent � = 2↵

KO = (O(t)|n|O(t)) = 2h sinh2(↵t). (47)

Moreover, the n = 0 amplitude is the SYK auto-
correlation function (27) with ⌘ = 2h.
A more appropriate interpretation of the identification

⇠ = i↵t is that operator dynamics in this setup is mapped
to a particular classical trajectory in the phase space of
coherent states. In polar coordinates, this trajectory cor-
responds to setting ⇢ = 2↵t and � = ⇡/2. We will return
to this interpretation in section VII.
We now introduce the “information geometry” associ-

ated with generalized coherent states and use it to inter-
pret operator growth and Krylov complexity geometri-
cally. To this end, we recall that in a quantum theory,
the space of coherent states has an associated geometry
described by the Fubini-Study metric (also dubbed in-
formation metric). For our states (41) this becomes the
standard metric on the hyperbolic disc. In complex co-
ordinates (z, z̄) as well as in (⇢,�) it reads

ds2
FS

=
2hdzdz̄

(1� zz̄)2
=

h

2

�
d⇢2 + sinh2(⇢)d�2

�
. (48)

With this geometry at our disposal, we want to make
several comments. Firstly, the identification used to de-
scribe the growth, namely ⇢ = 2↵t and � = ⇡/2, defines
a geodesic in this geometry. In other words, the operator
growth process gets mapped to a geodesic motion in a
hyperbolic geometry (48). This will be made more pre-
cise in section VII. Secondly, we can interpret the Krylov
complexity operator as a generator of translations in the

Displacement operator and generalised coherent states

|z, hi =
1X

n=0

ein�

s
�(2h+ n)

n!�(2h)

tanhn(⇢/2)

cosh2h(⇢/2)
|k, hi
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where ↵ is the operator growth rate and � is a non-
universal constant that depends on the details of the op-
erator. In particular, for this type of Lanczos coe�cients,
i.e., systems saturating the bound, the Krylov complex-
ity grows exponentially fast with an exponent given by
� = 2↵. In several examples, some of which will be de-
scribed below, at finite temperature T = 1/� one arrives
at ↵ = ⇡/�, and this was conjectured to bound the Lya-
punov exponent, as defined by out-of-time ordered cor-
relation functions [9].

SYK example

As the key example of the behaviour (25), the SYK
model [6, 16], which is a modern playground for quan-
tum chaos [6, 9], was analyzed in [23]. The SYK model
[6, 16] is a model of N Majorana fermions interacting
with all-to-all random couplings. For random q-body in-
teractions, the Hamiltonian is of the form

H = iq/2
X

1i1<i2<···<iqN

Ji1i2···iq i1 i2 · · · iq , (26)

This model has been at the center of attention for the
past years for several important reasons, namely exact
solvability at large N , conformal phase at low energies,
and maximal chaos in the sense of [9].

Operator growth for this system was considered in [17],
using a natural notion of growth arising from the exact
Majorana fermion formulation of the model. An advan-
tage of such an approach is that it was naturally related
to out-of-time ordered correlation functions, see also [18].
A disadvantage is that such a definition does not seem to
find a natural extension to higher dimensions and QFTs.

Operator growth for this system was also reconsidered
in [23] using the Lanczos approach. As explained above,
the starting point of this approach can be taken to be the
autocorrelation function. For SYK at low temperatures
this is

C(t) = cosh�⌘

✓
⇡t

�

◆
. (27)

In this case, the Lanczos coe�cients can be obtained an-
alytically [23] (see also [29]) and are given by

bn =
⇡

�

p
n(⌘ + n� 1) . (28)

The operator wavefunction can then be found by solving
(20) and reads

'n(t) =

s
�(⌘ + n)

n!�(⌘)

tanhn(↵t)

cosh⌘(↵t)
. (29)

The probabilities pn(t) = |'n(t)|2 from this solution cor-
respond to the negative binomial distribution. The evolu-
tion of these probabilities depicts a one-dimensional dif-
fusion process over the Krylov basis. The time evolution

of the mean position in this chain, or equivalently the evo-
lution of Krylov complexity, is of exponential type. It is
controlled by the maximal Lyapunov exponent � = 2⇡/�.
More explicitly

KO = ⌘ sinh2(↵t) ⇠ ⌘

4
e2↵t = e2↵(t�

1
2↵ log( 4

⌘ )) , (30)

where we have written the coe�cient of the exponent in
an analogous way to the scrambling time in the OTOC.
Observe that, while the exponential growth is “more uni-
versal” than the usual Lyapunov growth (it does not re-
ceive stringy corrections for example in the context of
holography), the “scrambling time” for a given operator
is by construction less universal. Nevertheless, it depends
on the scaling dimension of the initial perturbation and
may also be a good probe for the operator growth.
Before moving forward we want to make a couple of

remarks. First, from a technical standpoint, the deriva-
tion of the operator wavefunctions in both [17] and [23] is
quite involved. This feature makes it di�cult to extrapo-
late to other systems, in particular to higher dimensions.
On the other hand, readers familiar with the SYK model
and the arguments that lead to the derivation of the cor-
relator (27) (using large-N techniques, see [6, 16]) may
recall it was the conformal symmetry appearing in the
low energy Schwinger-Dyson equations that was respon-
sible for the form of this two-point function. In other
words, the fermions behave as primaries transforming in
specific representations of the SL(2,R) algebra. In par-
ticular, for the q-body interaction, the associated scaling
dimension is h = 1/q. We might expect a deeper and
simpler understanding of operator dynamics and wave-
function when such a feature is included in the analysis.
Second, from a more holographic standpoint, the rela-

tion between Krylov complexity and the actual physics
of the problem is far from clear. In the light of recent dis-
cussions on near horizon symmetries in black hole physics
and their potential connections with operator complexity
[22, 32, 43, 45–47], we would like to have a better under-
standing of the Krylov complexity operator.
In the following sections, we will explore a geometric av-
enue towards both problems, which more broadly can be
seen as a new perspective on the Lanczos approach.

III. LIOUVILLIAN AND SYMMETRY: GENERAL
IDEA

In this section, we describe a general paradigm that we
will follow through the rest of the article. The main idea
is simple yet powerful, and we describe it in the follow-
ing. From the zoo of complicated quantum systems, we
focus our attention on models governed by symmetry. By
this, we mean systems for which the Liouvillian operator
belongs to the Lie algebra of a given symmetry group.
In the context of the usual Shrodinger evolution, this is

'n(t) =

s
�(⌘ + n)

n!�(⌘)

tanhn(⇡t� )

cosh⌘(⇡t� )
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quite a common lore. For example, in QFT or CFT the
Hamiltonian belongs to the Lie algebra of the Poincaré
group or the conformal group, respectively. This idea is
old and well explored in Hamiltonian dynamics (see e.g.
review [51]). Here, we import it to the physics of operator
evolution, instead of state evolution, where the Liouvil-
lian plays the role of the Hamiltonian in the Krylov basis.

With symmetries in mind, our key observation is that
the action of the Liouvillian on the Krylov basis (18)
can be interpreted as the action of the sum of abstract
“raising” and “lowering” ladder operators L+ and L�,
namely

L = ↵ (L+ + L�) . (31)

In this expression, ↵ is a proportionality factor, not fixed
by symmetry. It will depend on the details of the phys-
ical setup, such as the choice of the inner-product, etc.
Its meaning will become clearer in the examples below.
With such Liouvillians, the Krylov basis states will nat-
urally furnish representations of the appropriate symme-
try group. This is again analogous to relativistic QFT or
CFT, where states are organized through representations
of the Poincaré or conformal group. The only di↵erence
here is that we apply such a structure to operator dy-
namics on the Krylov basis.

In the light of symmetry, the previously described
quantities associated with the Lanczos approach take a
more transparent meaning. First, since the action of the
ladder operators in a certain representation is fixed by the
symmetry group, this approach allows us to read o↵ the
Lanczos coe�cients immediately. More precisely, they
are simply determined from the action of ladder opera-
tors in the Krylov basis

↵L+|On) = bn+1|On+1), ↵L�|On) = bn|On�1). (32)

We will also see that, under certain conditions, the Lie
group approach leads to quadratic algebraic equations
for Lanczos coe�cients. This will ensure that, at least in
classes of our examples, they will not grow faster than n,
in agreement with the maximal operator growth hypoth-
esis [23].

Moreover, the above paradigm allows us to make a
powerful connection with generalized coherent states [52–
54]. This comes from the fact that the Liouvillian time
evolution in the Krylov basis with (31) can be seen as a
particular instance of a generalized displacement opera-
tor D(⇠) for a Lie group. These displacements operators
typically take the form

D(⇠) ⌘ e⇠L+�⇠̄L� , (33)

for some complex ⇠, its conjugate ⇠̄ and the same ab-
stract ladder operators L±. We will make all these for-
mulas precise when analyzing specific examples in the
next section. The coherent state can now be written as

the action of the displacement operator on some refer-
ence state | 0i, usually chosen to be the highest weight
state of the representation. It is clear that unitary time
evolution, as generated by the Liouvillian (31), is just
a displacement operator with ⇠ = i↵ t. In other words,
we can interpret the operator dynamics and its growth
in the Krylov basis as a trajectory through the Hilbert
space of coherent states. This way, after associating | 0i
with our initial operator |O), and expanding the coherent
states in an orthonormal basis, we will be able to read o↵
the amplitudes 'n(t) and the Krylov basis vectors |On).
The link with coherent states further allows us to ge-

ometrize Krylov complexity. This formulation is rooted
in the well-known connection between coherent states
and information metric (Fubini-Study metric) on the
Hilbert space, abstractly defined for the coherent state
|zi as

ds2
FS

= hdz|dzi � hdz|zihz|dzi. (34)

This metric is also associated with the coadjoint orbit
of the relevant group (see e.g. [51]). As we will see,
the Krylov complexity will be universally proportional
to the “Volume” in this geometry. In addition, both the
Liouvillian L as well as the Krylov complexity operator
K̂O can be related to isometry generators in these in-
formation geometries. Indeed they form a “complexity
algebra” isomorphic to the algebra of isometries and we
will show how it determines Lanczos coe�cients.
Finally, the association of the coherent state complex

label ⇠ with real-time suggests that we are secretly dis-
cussing a classical motion in phase space. This inter-
pretation is indeed correct and it paves a way towards
understanding the relations between Krylov complexity
and circuit complexity.

IV. LIOUVILLIAN AND SYMMETRY:
EXAMPLES

In this section, we analyze explicit examples of the gen-
eral idea above. From a physical perspective, the most
interesting one is that of SL(2,R) and its generalizations
to Conformal Field Theories (CFT). These have applica-
tions to classical and quantum chaos and the physics of
black holes. We will also discuss the examples of SU(2)
and the Heisenberg-Weyl group, which will help us gain
more intuition about the relation between Krylov com-
plexity, group theory, and geometry.

Example I: SL(2,R)

The first example is operator evolution governed by
SL(2,R). In this case, we will re-derive the SYK results
of [23] using the above general paradigm.

E.g. for SL(2,R) this becomes a hyperbolic disc metric
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We start from the commutation relations for the SL(2,R)
algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0, (35)

and consider a discrete series representation labeled by
a positive integer h. This representation is typically
expanded by orthonormal vectors |h, ni, for n a non-
negative integer, satisfying hh,m|h, ni = �n,m. Basis
vectors are the eigenstates of the L0 operator as well
as the Casimir operator C2 = L2

0 � 1
2 (L�1L1 + L1L�1)

with eigenvalue h(h� 1). The full action of the SL(2,R)
generators in this basis is given by

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i , (36)

which in particular implies that

|h, ni =

s
�(2h)

n!�(2h+ n)
Ln

�1 |hi . (37)

The same Hilbert space can be also expanded by means
of generalized coherent states, see [53], that are defined
by using the displacement operator

|z, hi ⌘ D(⇠) |hi , D(⇠) = e⇠L�1�⇠̄L1 , (38)

where the relation between the complex variables is

z =
⇠

|⇠| tanh(|⇠|), |⇠| =
q
⇠⇠̄. (39)

It is useful to introduce polar coordinates ⇠ = 1
2⇢e

i�, such
that z parametrizes the unit disc

z = tanh
⇣⇢
2

⌘
ei�, |z| < 1. (40)

Using the action of the SL(2,R) generators on the pri-
mary state, in particular relation (37), we can write these
so-called SU(1,1) Perelomov coherent states more explic-
itly as

|z, hi = (1� |z|2)h
1X

n=0

zn

s
�(2h+ n)

n!�(2h)
|h, ni . (41)

Now we will follow the general paradigm described in the
previous section. First, from (36), we note that L�1 is
playing the role of the abstract raising operator L+ and
L1 of the lowering operator L�. This way, the Liouvillian
governing the SL(2,R) operator dynamics in the Krylov
basis is given by

L = ↵ (L�1 + L1) . (42)

As reviewed above, the operator wavefunction (13) is ob-
tained by applying the unitary evolution with L, so that

|O(t)) = ei↵(L�1+L1)t |hi . (43)

Returning to the definition of the coherent state (38), we
make the key observation that our operator’s wavefunc-
tion is nothing but the Perelomov coherent state with
⇠ = i↵t. More explicitly we have the relation

|O(t)) = |z = i tanh(↵t), h = ⌘/2i , (44)

as well as the identification between the Krylov basis and
the basis vectors associated with representation h of the
SL(2,R) group

|O) = |hi , |On) = |h, ni . (45)

Arguably the most elegant consequence of this map is the
fact that from the action of the ladder operators (36), we
immediately get the Lanczos coe�cients

bn = ↵
p

n(2h+ n� 1). (46)

We can indeed check that the wavefunctions (29) are just
coe�cients of the coherent state (41) with z = i tanh(↵t)
and solve the Schrodinger equation (20) with the Lanc-
zos coe�cients above.
The Krylov complexity is then proportional to the high-
est weight h and grows exponentially with time, with the
Lyapunov exponent � = 2↵

KO = (O(t)|n|O(t)) = 2h sinh2(↵t). (47)

Moreover, the n = 0 amplitude is the SYK auto-
correlation function (27) with ⌘ = 2h.
A more appropriate interpretation of the identification

⇠ = i↵t is that operator dynamics in this setup is mapped
to a particular classical trajectory in the phase space of
coherent states. In polar coordinates, this trajectory cor-
responds to setting ⇢ = 2↵t and � = ⇡/2. We will return
to this interpretation in section VII.
We now introduce the “information geometry” associ-

ated with generalized coherent states and use it to inter-
pret operator growth and Krylov complexity geometri-
cally. To this end, we recall that in a quantum theory,
the space of coherent states has an associated geometry
described by the Fubini-Study metric (also dubbed in-
formation metric). For our states (41) this becomes the
standard metric on the hyperbolic disc. In complex co-
ordinates (z, z̄) as well as in (⇢,�) it reads

ds2
FS

=
2hdzdz̄

(1� zz̄)2
=

h

2

�
d⇢2 + sinh2(⇢)d�2

�
. (48)

With this geometry at our disposal, we want to make
several comments. Firstly, the identification used to de-
scribe the growth, namely ⇢ = 2↵t and � = ⇡/2, defines
a geodesic in this geometry. In other words, the operator
growth process gets mapped to a geodesic motion in a
hyperbolic geometry (48). This will be made more pre-
cise in section VII. Secondly, we can interpret the Krylov
complexity operator as a generator of translations in the
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� direction (an isometry generator). This is seen from
the explicit form of the coherent state, and the fact that
�i@� produces a factor n. We will discuss more precisely
the relation between the isometries of this information
geometry and the complexity algebra generated by the
Liouvillian and the Krylov complexity operator in a later
section.

Thirdly, motivated by the recent developments con-
cerning the geometric approach to complexity, we note
that the actual Krylov complexity is proportional to the
volume enclosed by the geodesic radius ⇢ = ↵t, i.e., it is
proportional to the volume of the region from the origin
⇢ = 0 up to ⇢ = 2↵t. The explicit computation gives

Vt =

Z 2↵t

0
d⇢

Z 2⇡

0
d�

p
g = 2⇡h sinh2(↵t) = ⇡KO. (49)

This is one of the main new results of our work. We
will show that this relation holds more generally in other
examples.

Based on the intuition from Nielsen’s approach to cir-
cuit complexity, to be described later, one may have
naively expected a relation between the geodesic length
and complexity. However, the geodesic distance between
two arbitrary points (⇢i,�i) and (⇢f ,�f ) in geometry (48)
is given by

cosh(L/l) = cosh(⇢f ) cosh(⇢i)�cos(��) sinh(⇢f ) sinh(⇢i),
(50)

where the radius of the hyperbolic space is denoted as
l2 = h/2. This way, if we measure it from the center
of the disc ⇢i = 0, the geodesic length is L = ⇢f . For
our geodesic motion, we have ⇢f = ↵t, which only grows
linearly in t. We will also return to this point in a later
section, where we will see the more direct relation to
Nielsen’s complexity.

Last but not least, geometry (48) is negatively curved.
The Ricci scalar is related to the highest weight state h
as

R = � 4

h
, (51)

and it decreases for large h.
There have already been several discussions, both in clas-
sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra

[Ji, Jj ] = i✏ijkJk, (52)

and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as

|j,�j + ni =

s
�(2j � n+ 1)

n!�(2j + 1)
Jn

+ |j,�ji . (54)

In this basis, the action of the Lie algebra generators is

J0 |j,�j + ni = (�j + n) |j,�j + ni ,
J+ |j,�j + ni =

p
(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
p

n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate

z = tan

✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)

Operator growth is a geodesic in this manifold (phase space): ⇢ = 2↵t, � = ⇡/2

<latexit sha1_base64="LQ/xolwSz3r4orR/zrZl4229n8k=">AAACCXicbVC7SgNBFJ2NrxhfUUubwSBYSNwNEW0CQRvLCOYB2SXcnUyyQ2Z3JzOzQljS2vgrNhaK2PoHdv6Nk0ehiQcuHM65l3vv8QVnStv2t5VZWV1b38hu5ra2d3b38vsHDRUnktA6iXksWz4oyllE65ppTltCUgh9Tpv+4GbiNx+oVCyO7vVIUC+EfsR6jIA2UiePXRnElZILXASA9Zk7HCbQxa4IWMUV7LzUyRfsoj0FXibOnBTQHLVO/svtxiQJaaQJB6Xaji20l4LUjHA6zrmJogLIAPq0bWgEIVVeOv1kjE+M0sW9WJqKNJ6qvydSCJUahb7pDEEHatGbiP957UT3rryURSLRNCKzRb2EYx3jSSy4yyQlmo8MASKZuRWTACQQbcLLmRCcxZeXSaNUdMrFi7tyoXo9jyOLjtAxOkUOukRVdItqqI4IekTP6BW9WU/Wi/VufcxaM9Z85hD9gfX5A+WumTE=</latexit>
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� direction (an isometry generator). This is seen from
the explicit form of the coherent state, and the fact that
�i@� produces a factor n. We will discuss more precisely
the relation between the isometries of this information
geometry and the complexity algebra generated by the
Liouvillian and the Krylov complexity operator in a later
section.

Thirdly, motivated by the recent developments con-
cerning the geometric approach to complexity, we note
that the actual Krylov complexity is proportional to the
volume enclosed by the geodesic radius ⇢ = ↵t, i.e., it is
proportional to the volume of the region from the origin
⇢ = 0 up to ⇢ = 2↵t. The explicit computation gives

Vt =
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0
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0
d�

p
g = 2⇡h sinh2(↵t) = ⇡KO. (49)

This is one of the main new results of our work. We
will show that this relation holds more generally in other
examples.

Based on the intuition from Nielsen’s approach to cir-
cuit complexity, to be described later, one may have
naively expected a relation between the geodesic length
and complexity. However, the geodesic distance between
two arbitrary points (⇢i,�i) and (⇢f ,�f ) in geometry (48)
is given by

cosh(L/l) = cosh(⇢f ) cosh(⇢i)�cos(��) sinh(⇢f ) sinh(⇢i),
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where the radius of the hyperbolic space is denoted as
l2 = h/2. This way, if we measure it from the center
of the disc ⇢i = 0, the geodesic length is L = ⇢f . For
our geodesic motion, we have ⇢f = ↵t, which only grows
linearly in t. We will also return to this point in a later
section, where we will see the more direct relation to
Nielsen’s complexity.

Last but not least, geometry (48) is negatively curved.
The Ricci scalar is related to the highest weight state h
as

R = � 4

h
, (51)

and it decreases for large h.
There have already been several discussions, both in clas-
sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra

[Ji, Jj ] = i✏ijkJk, (52)

and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as

|j,�j + ni =

s
�(2j � n+ 1)

n!�(2j + 1)
Jn

+ |j,�ji . (54)

In this basis, the action of the Lie algebra generators is

J0 |j,�j + ni = (�j + n) |j,�j + ni ,
J+ |j,�j + ni =

p
(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
p

n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate

z = tan

✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)

In all the symmetry examples that we studied (SU(2),HW)

 (Fubini-Study)

[PC, Datta ’21]
[Miyaji et al. ’15]

Krylov complexity operator and       (Symmetry generator)L0
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From their definitions, we can easily derive the action of
the commutator, that we name K̃, in the Krylov basis.
Using (18) and (101) we obtain

K̃ ⌘ [L, B]|On) = 2(b2
n+1 � b2

n
)|On). (102)

This operator turns out to be diagonal in the Krylov basis
with eigenvalues k̃(n) = 2(b2

n+1 � b2
n
).

Given this generic algebraic structure, we now enter-
tain a “simplicity” hypothesis. This hypothesis demands
that these three operators close an algebra that we may
call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
most linearly in n. We then conclude that this hypothesis
(closure of the algebra) provides a recurrence equation for
the Lanczos coe�cients

2(b2
n+1 � b2

n
) = An+B. (104)

A general solution to this equation is given by (the posi-
tive root)

bn =

r
1

4
An(n� 1) +

1

2
Bn+ C , (105)

with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. This family of Lanczos
coe�cients was also derived in [29] from the Toda chain
approach.
We see that the hypothesis does not allow the Lanczos
coe�cients to grow faster than n. It would be interest-
ing to see if imposing the closure of the algebra at a later
level, by allowing the complexity algebra to include more
operators generated by L and B, still enforces the uni-
versal linear bound.

Note that the examples considered earlier all fall within
the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
(106)

and hence the eigenvalue

k̃sl(2,R)(n) = 4↵2(n+ h). (107)

Moreover, we can observe a simple relation between
the commutator K̃ and the Krylov complexity operator,
namely

K̃ = 4↵2(K̂O + h) . (108)

They are the same up to a constant and a proportion-
ality factor. In particular, they both grow exponentially
with the same growth rate/Lyapunov exponent. This

suggests that the operator L0 (or more generally the en-
ergy in CFTs) may also be a good candidate for opera-
tor complexity or a witness of the operator growth. This
proposal was put forward in [47] and the present results
provide a firmer ground for this idea. Nevertheless, the
definition of the operator (23) seems more robust, espe-
cially from the point of view of generic systems that we
can analyze only numerically.
The geometric interpretation of these complexity alge-

bra generators is also very elegant. They are just related
to the Killing vectors of the information metric (48), that
in our coordinates become

L0 = i@�,

L�1 = �ie�i� [coth(⇢)@� + i@⇢] ,

L1 = �iei� [coth(⇢)@� � i@⇢] . (109)

The operators (L,B, K̃) are built from these generators
and satisfy the same algebra. They are therefore asso-
ciated with the isometries of the information metric. In
particular, K̃, almost equal to the Krylov complexity op-
erator, generates translations in �. Since the di↵erence
between K̃ and K is a constant, which just produces
non-physical overall phases, we conclude that the Krylov
complexity operator is also the generator of translations
in �. In addition, the geometric picture shows that (abso-
lute value of) the expectation value of the operator B also
grows exponentially in the course of operator dynamics
(i.e., with ⇢ = 2↵t and � = ⇡/2).
In complete analogy, for SU(2) we have

L = ↵(J+ + J�), B = ↵(J+ � J�), K̃ = �4↵2J0,
(110)

and the eigenvalues of K̃ becomes

k̃su(2)(n) = �4↵2(n� j). (111)

Again this implies a simple relation with the Krylov com-
plexity operator

K̃ = �4↵2(K̂O � j) , (112)

and both K̃ and the Krylov complexity operator generate
rotations in the information metric.
Finally, for the Heisenberg-Weyl algebra the appropri-

ate assignation is

L = ↵(a† + a), B = ↵(a† � a), K̃ = 2↵21, (113)

providing the eigenvalue

k̃HW (n) = 2↵2. (114)

In this case, the commutator is proportional to the iden-
tity. Therefore, the relation to Krylov complexity oper-
ator is not just a simple constant shift and appears less
natural.
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Using (18) and (101) we obtain

K̃ ⌘ [L, B]|On) = 2(b2
n+1 � b2

n
)|On). (102)

This operator turns out to be diagonal in the Krylov basis
with eigenvalues k̃(n) = 2(b2

n+1 � b2
n
).

Given this generic algebraic structure, we now enter-
tain a “simplicity” hypothesis. This hypothesis demands
that these three operators close an algebra that we may
call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
most linearly in n. We then conclude that this hypothesis
(closure of the algebra) provides a recurrence equation for
the Lanczos coe�cients

2(b2
n+1 � b2

n
) = An+B. (104)

A general solution to this equation is given by (the posi-
tive root)

bn =

r
1

4
An(n� 1) +

1

2
Bn+ C , (105)

with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. This family of Lanczos
coe�cients was also derived in [29] from the Toda chain
approach.
We see that the hypothesis does not allow the Lanczos
coe�cients to grow faster than n. It would be interest-
ing to see if imposing the closure of the algebra at a later
level, by allowing the complexity algebra to include more
operators generated by L and B, still enforces the uni-
versal linear bound.

Note that the examples considered earlier all fall within
the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
(106)

and hence the eigenvalue

k̃sl(2,R)(n) = 4↵2(n+ h). (107)

Moreover, we can observe a simple relation between
the commutator K̃ and the Krylov complexity operator,
namely

K̃ = 4↵2(K̂O + h) . (108)

They are the same up to a constant and a proportion-
ality factor. In particular, they both grow exponentially
with the same growth rate/Lyapunov exponent. This

suggests that the operator L0 (or more generally the en-
ergy in CFTs) may also be a good candidate for opera-
tor complexity or a witness of the operator growth. This
proposal was put forward in [47] and the present results
provide a firmer ground for this idea. Nevertheless, the
definition of the operator (23) seems more robust, espe-
cially from the point of view of generic systems that we
can analyze only numerically.
The geometric interpretation of these complexity alge-

bra generators is also very elegant. They are just related
to the Killing vectors of the information metric (48), that
in our coordinates become

L0 = i@�,

L�1 = �ie�i� [coth(⇢)@� + i@⇢] ,

L1 = �iei� [coth(⇢)@� � i@⇢] . (109)

The operators (L,B, K̃) are built from these generators
and satisfy the same algebra. They are therefore asso-
ciated with the isometries of the information metric. In
particular, K̃, almost equal to the Krylov complexity op-
erator, generates translations in �. Since the di↵erence
between K̃ and K is a constant, which just produces
non-physical overall phases, we conclude that the Krylov
complexity operator is also the generator of translations
in �. In addition, the geometric picture shows that (abso-
lute value of) the expectation value of the operator B also
grows exponentially in the course of operator dynamics
(i.e., with ⇢ = 2↵t and � = ⇡/2).
In complete analogy, for SU(2) we have

L = ↵(J+ + J�), B = ↵(J+ � J�), K̃ = �4↵2J0,
(110)

and the eigenvalues of K̃ becomes

k̃su(2)(n) = �4↵2(n� j). (111)

Again this implies a simple relation with the Krylov com-
plexity operator

K̃ = �4↵2(K̂O � j) , (112)

and both K̃ and the Krylov complexity operator generate
rotations in the information metric.
Finally, for the Heisenberg-Weyl algebra the appropri-

ate assignation is

L = ↵(a† + a), B = ↵(a† � a), K̃ = 2↵21, (113)

providing the eigenvalue

k̃HW (n) = 2↵2. (114)

In this case, the commutator is proportional to the iden-
tity. Therefore, the relation to Krylov complexity oper-
ator is not just a simple constant shift and appears less
natural.
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Ex.4 Complexity for evolution of the TFD [Balasubramanian, PC, Magan, Wu ’22]

Consider the TFD state

Z(�) =
X

n

e��En
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| �i =
1p
Z(�)

X

n

e�
�
2 En |n, ni
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and its time evolution [Hartman,Maldacena ’13]

7

for computing all the  n(t). We start by noting that b0 =
0 and use  0(t) and its time derivative in (26) to compute
 1(t). Then, given  0(t) and  1(t) we can compute  2(t)
and so on.

Finally, given  n(t) we apply our definition of com-
plexity in (3, 4):

C(t) = CK(t) =
X

n

n pn(t) =
X

n

n | n(t)|2 , (27)

where we took the complexity coe�cients in the cost
function (3) to be cn = n. With this definition, com-
plexity measures the average depth of support of a time
evolving state in the Krylov basis. Formally, this quan-
tity is the expectation value in the evolving state | (t)i
of a “complexity operator”

K̂ =
X

n

n|KnihKn| , (28)

such that the complexity reads

C(t) = h (t)|K̂ | (t)i . (29)

Below we will also consider the entropic definition of com-
plexity (13)

CS = eS = e
�

P
n

pn log pn

, (30)

which can also be calculated from the pn = | n|2 . This
can also be understood as the exponential of the entropy
of the algebra generated by the complexity operator. See
[35] for the definition of the entropy of an operator alge-
bra.

D. Survival, TFD and the partition sum

We will find it illuminating to study complexity growth
of the Thermo-Field Double (TFD) state defined as fol-
lows. Consider a Hamiltonian H acting on a Hilbert
space H, with eigenstates |ni and eigenvalues En. To
purify the thermal ensemble we construct the maximally
entangled TFD state

| �i ⌘
1p
Z�

X

n

e�
�En

2 |n, ni , (31)

in the tensor product of the original Hilbert space with
itself. This state is invariant under evolution with Hamil-
tonian HL �HR, where HL,R = H act independently on
the left and right copies of H. However, the state is not
invariant under evolution by the action of a single Hamil-
tonian, say HL ⌘ H. Equivalently, we could evolve by
(HL +HR)/2 but these evolutions are equal because the
TFD state is invariant under the action of (HL�HR)/2.
Unitary evolution with a single Hamiltonian gives

| �(t)i = e�iHt| �i = | �+2iti . (32)

Notice that the TFD and its time evolution are contained
within the subspace spanned by {|n, ni}. As a result, the
finite dimension algorithm for computing the Lanczos co-
e�cients need only work within this small subspace, sim-
plifying numerical evaluations. The maximum dimension
of the explored Hilbert space in this time evolution is
therefore the dimension of the original Hilbert space H.
In the AdS/CFT correspondence, such TFD states are

dual to the eternal black hole [36]. The spectrum of the
theory is conveniently packaged in the analytically con-
tinued partition function

Z��it =
X

n

e�(��it)En , (33)

and the related spectral form factor S��it = |Z��it|2.
These time-dependent quantities have been extensively
studied in random matrix theory and quantum gravity
[14, 15], for example to explore chaotic behavior.
The interesting feature for us is that the survival am-

plitude for the time evolved TFD state has a simple ex-
pression in terms of the partition function

S(t) = h �+2it| �i =
Z��it

Z�
. (34)

The spectral form factor is then the survival probability
of a dynamical process, corresponding to the evolution of
the TFD. We can use this fact to extract the probabilities
of the Krylov basis states.
Given this survival amplitude, the moments in (22)

µn ⌘ dn

dtn
S(t)

����
t=0

=
1

Z�
Tr

�
e��H (iH)n

�
, (35)

are thermal expectation values of the Hamiltonian. In
holographic theories, the partition function and the en-
ergy moments have simple geometric duals, and, at least
in 2d gravity [37–42], there are non-perturbative defini-
tions of these quantities. Since our measure of complex-
ity is a functional of the survival amplitude, the relation
of the latter to the partition function provides a path to-
wards understanding the relation between quantum com-
plexity, geometry and quantum gravity, and perhaps the
conjectures relating complexity in quantum field theory
to spatial volumes and actions in a dual theory of gravity
[43–45]. Likewise, the relation between the spectrum of
the Hamiltonian and the dynamics of complexity in TFD
states provides a bridge from the classification of phases
of quantum matter via the associated partition functions,
to a novel characterization in terms of the dynamics of
quantum complexity.
Finally, although we have shown that complexity dy-

namics in the TFD state depends only on the spectrum, if
we start with a general quantum state | (0)i, complexity
growth will depend both on the spectrum and the struc-
ture of energy eigenstates. Indeed, for a general initial
state the survival amplitude is

h (t)| i =
X

n

ei En th (t)|nihn| (0)i , (36)
H = HL +HR

<latexit sha1_base64="hcaJQGclE6P0zez48pVMyvkC7L8=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSIIQkmkoheh6CUHD1Xsh7QhbLabduluEnY3Qgn9FV48KOLVn+PNf+O2zUFbHww83pthZl6QcKa0bX9bS8srq2vrhY3i5tb2zm5pb7+p4lQS2iAxj2U7wIpyFtGGZprTdiIpFgGnrWB4M/FbT1QqFkcPepRQT+B+xEJGsDbSo3vl+renrn/vl8p2xZ4CLRInJ2XIUfdLX91eTFJBI004Vqrj2In2Miw1I5yOi91U0QSTIe7TjqERFlR52fTgMTo2Sg+FsTQVaTRVf09kWCg1EoHpFFgP1Lw3Ef/zOqkOL72MRUmqaURmi8KUIx2jyfeoxyQlmo8MwUQycysiAywx0SajognBmX95kTTPKk61cn5XLdeu8zgKcAhHcAIOXEANXKhDAwgIeIZXeLOk9WK9Wx+z1iUrnzmAP7A+fwBZGo94</latexit>

H = HL/R
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Goal: expand this state in the Krylov basis and compute complexity.

Lanczos coefficients from the moments of

S(t) = h �(t)| �i =
Z(� � it)

Z(�)
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Non-universal, can be extracted once we know Z (also in some limits).

(~SFF)!

See [Balasubramanian, PC, Magan, Wu ’22]

[Polchinski et al. ’16]



Ex.5 Evolution of TFD for 2 HO
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In this case we have the moments in a slightly more complicated form
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and we have �0(t) = C(t) as well as our equation satisfied. The Krylov complexity is of

course the same as before
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C (t) =
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sinh2(�!/2)
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Note that we end up with the Krylov basis

| n) = |n+ 1/2i = Ln

�1 |1/2i . (11.16)

We could just write in the two-mode representation
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Not that the Hamiltonian that we use for the TFD can be understood as

H = HL +HR = !
⇣
a†1a1 + a†2a2 + 1

⌘
= 2!L0. (11.19)

12 General TFD evolution for symmetry groups

Here we collect the results of BCH formulas for general evolution.

12.1 SL(2,R)

First take a general SL(2,R) Hamiltonian

H = ↵(L�1 + L1) + �L0 + � 1, (12.1)

and the representation of the algebra

L0 |h, ni = (h+ n) |h, ni ,

L�1 |h, ni =
p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p
n(2h+ n� 1) |h, n� 1i , (12.2)
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and we have �0(t) = C(t) as well as our equation satisfied. The Krylov complexity is of

course the same as before
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Not that the Hamiltonian that we use for the TFD can be understood as

H = HL +HR = !
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a†1a1 + a†2a2 + 1

⌘
= 2!L0. (11.21)

12 General TFD evolution for symmetry groups

Here we collect the results of BCH formulas for general evolution.
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Ex.6 Evolution of the TFD for RMT

Consider a random Hamiltonian (NxN, Hermitian matrix, GUE,…)

H =

0

@
�0.625778 + 0.i 0.0534572 � 0.238692i �0.106837 + 0.170713i

0.0534572 + 0.238692i 0.518485 + 0.i 0.995288 � 0.0813202i
�0.106837� 0.170713i 0.995288 + 0.0813202i �0.589891 + 0.i

1

A
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We can easily diagonalise it, compute SFF, moments, Lanczos, etc.

We want to put it into the tri-diagonal form

There exist very efficient algorithms/libraries (Python or Mathematica) to put a matrix into 
this form (Hessenberg). So we can also read off Lanczos coeff. this way. 

and exponentiate

We also need to “rotate” a TFD into vec: {1,0,0,….}

Then applying exp(-iHt) to the initial state gives all the �n(t)
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[Balasubramanian, PC, Magan, Wu ’22]

1 Magnus Expansion

The main goal is to work generalise the Krylov basis construction for time dependent Hamil-

tonians. The standard root could lead by using the Magnus expansion. Namely, we consider

the following unitary

0

BBBBBB@

a0 b1 0 0 · · ·
b1 a1 b2 0 · · ·
0 b2 a2 b3 · · ·
0 0 b3 a3

. . .

...
...

...
. . .

. . .

1

CCCCCCA
(1.1)

1

Late Times: “Black Holes and RM” [Polchinski et al. ’16]



Ex.3 Evolution of the TFD for RMT

Examples Lanczos: GUE, N (up to 4096)

15

Figure 5. (Left) State complexity as a function of time for the
TFD state of the Schwarzian theory with � = 1 and varying
c/� = e

�3
, . . . , e

4. The complexity grows approximately as
C(t) = at

2 for some constant a. (Right ) a (obtained from
the first coe�cient of a quadratic fit) vs c on a (natural) log-
log scale. Line with slope 1 for comparison. We see that
a / c, and from (114) �2

E / c, so that a / �
2
E

evolution of the TFD in the Schwarzian theory can be
approximated by motion in the SL(2, R) group.

In fact, for any n the SL(2, R) description becomes
increasingly better in the semiclassical limit as we let
c/� grow. Thus, we see that in the infinite c/� limit,
where the Schwarzian theory is well described by AdS2

[66, 70–72, 76, 77], the evolution of the TFD is well de-
scribed by motion in the SL(2, R) group at all times,
and the Hamiltonian and complexity operator (28) closes
an SL(2, R) “complexity algebra” acting in the physical
Hilbert space, which in turn furnishes a representation of
the group. This notion of complexity algebra has been
recently studied for operator growth [55].

In Sec. VA we found that when an = 2bn ⇠ n com-
plexity grows quadratically in time (79). Thus the large n
result in (120) implies that at large times the Schwarzian
theory has quadratically growing complexity. In (117)
we found this quadratic growth at small times also. Thus
we expect quadratic growth at all times. In Fig. (5) we
confirm these expectations numerically. Fig. (5)b shows
that the rate of growth is controlled by the variance of
the energy, namely,

C(t) / �2

Et
2 . (121)

As we discussed, in the semiclassical limit these relations
become exact because the SL(2, R) description becomes
accurate at all times, and we can use the analytical re-
sults of the previous section.

B. Random Matrices

A basic conjecture states that the fine grained struc-
ture of the spectrum of a quantum chaotic Hamiltonian
is well approximated by the statistics of random matri-
ces [78, 79] (see the reviews [14, 16–18]). Then, given
the energy-time uncertainty principle, we expect that as-
pects of the long time dynamics in chaotic systems will

Figure 6. Full set of Lanczos coe�cients an as a function
of n/N for the time evolution of the TFD state in the GUE
ensemble, for di↵erent values of � = {0, 1, 2, 5, 10} and N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Transi-
tion between regimes analyzed in Fig. 8.

Figure 7. Full set of Lanczos coe�cients bn as a function
of n/N for time evolution of the TFD state in the GUE en-
semble, for di↵erent values of � = {0, 1, 2, 5, 10} and N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Transi-
tion between regimes analyzed in Fig. 9.

be well described by statistics of nearby eigenvalues of
the Hamiltonian in the random matrix approximation.
For example, this was shown to be the case for the spec-
tral form factor of the SYK model [15]. Therefore, since
we seek to understand universal aspects of black holes
and more general chaotic systems, it is natural to start
by considering random Hamiltonians. We will study all
three universality classes: the Gaussian Unitary Ensem-
ble (GUE), the Gaussian Orthogonal Ensemble (GOE),
and the Gaussian symplectic ensemble (GSE).
A random matrix theory is defined by the specifying

the probability for finding a particular instance of a ma-
trix in a given ensemble. The GUE is an ensemble of
Hermitian N ⇥N matrices Hij with gaussian measure

1

ZGUE

e
�

N
2E2

0
Tr(H2

)

, (122)

For numerical computations, we chose units so that
E0 = 1. Then ZGUE = 2N/2⇡N2/2 is the partition func-
tion of the matrix model and normalizes the probability
distribution.
We now perform the following procedure. We take
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evolution of the TFD in the Schwarzian theory can be
approximated by motion in the SL(2, R) group.

In fact, for any n the SL(2, R) description becomes
increasingly better in the semiclassical limit as we let
c/� grow. Thus, we see that in the infinite c/� limit,
where the Schwarzian theory is well described by AdS2

[66, 70–72, 76, 77], the evolution of the TFD is well de-
scribed by motion in the SL(2, R) group at all times,
and the Hamiltonian and complexity operator (28) closes
an SL(2, R) “complexity algebra” acting in the physical
Hilbert space, which in turn furnishes a representation of
the group. This notion of complexity algebra has been
recently studied for operator growth [55].

In Sec. VA we found that when an = 2bn ⇠ n com-
plexity grows quadratically in time (79). Thus the large n
result in (120) implies that at large times the Schwarzian
theory has quadratically growing complexity. In (117)
we found this quadratic growth at small times also. Thus
we expect quadratic growth at all times. In Fig. (5) we
confirm these expectations numerically. Fig. (5)b shows
that the rate of growth is controlled by the variance of
the energy, namely,

C(t) / �2

Et
2 . (121)

As we discussed, in the semiclassical limit these relations
become exact because the SL(2, R) description becomes
accurate at all times, and we can use the analytical re-
sults of the previous section.

B. Random Matrices

A basic conjecture states that the fine grained struc-
ture of the spectrum of a quantum chaotic Hamiltonian
is well approximated by the statistics of random matri-
ces [78, 79] (see the reviews [14, 16–18]). Then, given
the energy-time uncertainty principle, we expect that as-
pects of the long time dynamics in chaotic systems will

Figure 6. Full set of Lanczos coe�cients an as a function
of n/N for the time evolution of the TFD state in the GUE
ensemble, for di↵erent values of � = {0, 1, 2, 5, 10} and N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Transi-
tion between regimes analyzed in Fig. 8.

Figure 7. Full set of Lanczos coe�cients bn as a function
of n/N for time evolution of the TFD state in the GUE en-
semble, for di↵erent values of � = {0, 1, 2, 5, 10} and N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Transi-
tion between regimes analyzed in Fig. 9.

be well described by statistics of nearby eigenvalues of
the Hamiltonian in the random matrix approximation.
For example, this was shown to be the case for the spec-
tral form factor of the SYK model [15]. Therefore, since
we seek to understand universal aspects of black holes
and more general chaotic systems, it is natural to start
by considering random Hamiltonians. We will study all
three universality classes: the Gaussian Unitary Ensem-
ble (GUE), the Gaussian Orthogonal Ensemble (GOE),
and the Gaussian symplectic ensemble (GSE).
A random matrix theory is defined by the specifying

the probability for finding a particular instance of a ma-
trix in a given ensemble. The GUE is an ensemble of
Hermitian N ⇥N matrices Hij with gaussian measure

1

ZGUE

e
�

N
2E2

0
Tr(H2

)

, (122)

For numerical computations, we chose units so that
E0 = 1. Then ZGUE = 2N/2⇡N2/2 is the partition func-
tion of the matrix model and normalizes the probability
distribution.
We now perform the following procedure. We take
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Figure 8. The Lanczos coe�cients an as a function of n in
the large N limit and for several values of � between 2 and
50, for the GUE ensemble associated with the time evolution
of TFD. The transition to the plateau occurs at n ⇠ O(1).
The color bar indicates the value of � for each curve.

Figure 9. The Lanczos coe�cients bn as a function of n in the
large N limit and for several values of � between 2 and 50,
for the GUE ensemble associated with the time evolution of
TFD. The transition to the plateau occurs at n ⇠ O(1). The
color bar indicates the value of � for each curve.

an instance of a random Hamiltonian from the GUE en-
semble, compute its eigenvalues, and construct the TFD
state (31). Next we study the unitary evolution on one
side of the TFD by applying the recursion method de-
scribed earlier. We repeat this computation for di↵erent
instances of the random Hamiltonian, di↵erent values of
N , and di↵erent values of �.

To solve the recursion method described earlier we use
known numerically stable algorithms for computing the
Hessenberg form of any givenN⇥N Hamiltonian [32, 33].
As discussed in Sec. III, these algorithms use Householder
reflections instead of the Gram-Schmidt procedure. From
the Hessenberg form we can read o↵ the Lanczos coe�-
cients. To compute the wavefunction in the Krylov basis,
we exponentiate the Hessenberg form to obtain the ma-
trix representing unitary evolution, and apply this ma-
trix to the initial state. This procedure directly provides
the wavefunction in the Krylov basis. From the wave-
function, we can compute the probability of being in any
given Krylov basis state, and hence the complexity.

In Figs. 6 and 7 we plot the full set of Lanc-
zos coe�cients as a function of n/N , for N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096} and

Figure 10. At small n —between zero and the transition to
plateau behavior— and large enough �, an � 2bn is approxi-
mately constant. As shown in fig 9 and 8, an, bn grow linearly,
so we find ourselves in the free limit of the harmonic oscilla-
tor (78). The color bar indicates the value of � for each curve.

temperatures � = {0, 1, 2, 5, 10}. The figures show the
global structure of the Lanczos coe�cients as a function
of n, which indexes the Krylov basis elements from 0 to
N�1, where N is the dimension of the Hilbert space. As
expected for a chaotic model, the Krylov basis expands
the full Hilbert space, and unitary evolution explores the
full Hilbert space. Interestingly, the GUE ensemble in-
cludes all possible Hermitian matrices as Hamiltonians.
Hence, our results show that most unitary theories are
chaotic in this way.
Both sets of Lanczos coe�cients show two behaviors

as a function n. For the an there is a linearly growing
regime, followed by a near-plateau (Fig. 6). The plateau
for an is approximately at zero, up to fluctuations. The
transition from the ramp in n to the plateau in n seems
to occur at n ⌧ N (Fig. 6). We numerically confirmed
that the transition indeed occurs at n of O(1) in the large
N limit (Fig 8). The fact that, most of the an ⇡ 0 is a
significant simplification for analytical methods.

For the bn we again see a sharp ramp at small values
of n followed by a gradual decay with a slope of O(1/N)
to zero as n ! N (Fig. 7,9). The transition occurs at
n ⇠ O(1) (Fig. 9), and in fact in the large N limit the
decay to zero is so slow that for any fixed interval of n, bn
is approximately constant. The decay to zero at n ! N
occurs because the bn are hopping coe�cients in the one-
dimensional Krylov-basis chain (26). Thus, for any finite
system size, bn must vanish when we reach the edge of
the chain. Similar behavior for the bn has been found
in the context of operator growth [47, 52, 54], except
that the transition between the ramp and approximate
plateau happens here at n ⇠ O(1) while for operator
growth it occurs at n ⇠ O(logN) namely at the order of
the entropy.

To understand the behavior of complexity, as described
in Sec. V, we need to find the precise relation between
the rate of growth of the an and the rate of growth of the
bn. Fig (10) shows that, in the range of small n where
both Lanczos coe�cients grow linearly, an + d = 2bn
with d a constant, like in the Schwarzian theory. This

More detailed (early time) 
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an instance of a random Hamiltonian from the GUE en-
semble, compute its eigenvalues, and construct the TFD
state (31). Next we study the unitary evolution on one
side of the TFD by applying the recursion method de-
scribed earlier. We repeat this computation for di↵erent
instances of the random Hamiltonian, di↵erent values of
N , and di↵erent values of �.

To solve the recursion method described earlier we use
known numerically stable algorithms for computing the
Hessenberg form of any givenN⇥N Hamiltonian [32, 33].
As discussed in Sec. III, these algorithms use Householder
reflections instead of the Gram-Schmidt procedure. From
the Hessenberg form we can read o↵ the Lanczos coe�-
cients. To compute the wavefunction in the Krylov basis,
we exponentiate the Hessenberg form to obtain the ma-
trix representing unitary evolution, and apply this ma-
trix to the initial state. This procedure directly provides
the wavefunction in the Krylov basis. From the wave-
function, we can compute the probability of being in any
given Krylov basis state, and hence the complexity.

In Figs. 6 and 7 we plot the full set of Lanc-
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temperatures � = {0, 1, 2, 5, 10}. The figures show the
global structure of the Lanczos coe�cients as a function
of n, which indexes the Krylov basis elements from 0 to
N�1, where N is the dimension of the Hilbert space. As
expected for a chaotic model, the Krylov basis expands
the full Hilbert space, and unitary evolution explores the
full Hilbert space. Interestingly, the GUE ensemble in-
cludes all possible Hermitian matrices as Hamiltonians.
Hence, our results show that most unitary theories are
chaotic in this way.
Both sets of Lanczos coe�cients show two behaviors

as a function n. For the an there is a linearly growing
regime, followed by a near-plateau (Fig. 6). The plateau
for an is approximately at zero, up to fluctuations. The
transition from the ramp in n to the plateau in n seems
to occur at n ⌧ N (Fig. 6). We numerically confirmed
that the transition indeed occurs at n of O(1) in the large
N limit (Fig 8). The fact that, most of the an ⇡ 0 is a
significant simplification for analytical methods.

For the bn we again see a sharp ramp at small values
of n followed by a gradual decay with a slope of O(1/N)
to zero as n ! N (Fig. 7,9). The transition occurs at
n ⇠ O(1) (Fig. 9), and in fact in the large N limit the
decay to zero is so slow that for any fixed interval of n, bn
is approximately constant. The decay to zero at n ! N
occurs because the bn are hopping coe�cients in the one-
dimensional Krylov-basis chain (26). Thus, for any finite
system size, bn must vanish when we reach the edge of
the chain. Similar behavior for the bn has been found
in the context of operator growth [47, 52, 54], except
that the transition between the ramp and approximate
plateau happens here at n ⇠ O(1) while for operator
growth it occurs at n ⇠ O(logN) namely at the order of
the entropy.

To understand the behavior of complexity, as described
in Sec. V, we need to find the precise relation between
the rate of growth of the an and the rate of growth of the
bn. Fig (10) shows that, in the range of small n where
both Lanczos coe�cients grow linearly, an + d = 2bn
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an instance of a random Hamiltonian from the GUE en-
semble, compute its eigenvalues, and construct the TFD
state (31). Next we study the unitary evolution on one
side of the TFD by applying the recursion method de-
scribed earlier. We repeat this computation for di↵erent
instances of the random Hamiltonian, di↵erent values of
N , and di↵erent values of �.

To solve the recursion method described earlier we use
known numerically stable algorithms for computing the
Hessenberg form of any givenN⇥N Hamiltonian [32, 33].
As discussed in Sec. III, these algorithms use Householder
reflections instead of the Gram-Schmidt procedure. From
the Hessenberg form we can read o↵ the Lanczos coe�-
cients. To compute the wavefunction in the Krylov basis,
we exponentiate the Hessenberg form to obtain the ma-
trix representing unitary evolution, and apply this ma-
trix to the initial state. This procedure directly provides
the wavefunction in the Krylov basis. From the wave-
function, we can compute the probability of being in any
given Krylov basis state, and hence the complexity.

In Figs. 6 and 7 we plot the full set of Lanc-
zos coe�cients as a function of n/N , for N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096} and

Figure 10. At small n —between zero and the transition to
plateau behavior— and large enough �, an � 2bn is approxi-
mately constant. As shown in fig 9 and 8, an, bn grow linearly,
so we find ourselves in the free limit of the harmonic oscilla-
tor (78). The color bar indicates the value of � for each curve.

temperatures � = {0, 1, 2, 5, 10}. The figures show the
global structure of the Lanczos coe�cients as a function
of n, which indexes the Krylov basis elements from 0 to
N�1, where N is the dimension of the Hilbert space. As
expected for a chaotic model, the Krylov basis expands
the full Hilbert space, and unitary evolution explores the
full Hilbert space. Interestingly, the GUE ensemble in-
cludes all possible Hermitian matrices as Hamiltonians.
Hence, our results show that most unitary theories are
chaotic in this way.
Both sets of Lanczos coe�cients show two behaviors

as a function n. For the an there is a linearly growing
regime, followed by a near-plateau (Fig. 6). The plateau
for an is approximately at zero, up to fluctuations. The
transition from the ramp in n to the plateau in n seems
to occur at n ⌧ N (Fig. 6). We numerically confirmed
that the transition indeed occurs at n of O(1) in the large
N limit (Fig 8). The fact that, most of the an ⇡ 0 is a
significant simplification for analytical methods.

For the bn we again see a sharp ramp at small values
of n followed by a gradual decay with a slope of O(1/N)
to zero as n ! N (Fig. 7,9). The transition occurs at
n ⇠ O(1) (Fig. 9), and in fact in the large N limit the
decay to zero is so slow that for any fixed interval of n, bn
is approximately constant. The decay to zero at n ! N
occurs because the bn are hopping coe�cients in the one-
dimensional Krylov-basis chain (26). Thus, for any finite
system size, bn must vanish when we reach the edge of
the chain. Similar behavior for the bn has been found
in the context of operator growth [47, 52, 54], except
that the transition between the ramp and approximate
plateau happens here at n ⇠ O(1) while for operator
growth it occurs at n ⇠ O(logN) namely at the order of
the entropy.

To understand the behavior of complexity, as described
in Sec. V, we need to find the precise relation between
the rate of growth of the an and the rate of growth of the
bn. Fig (10) shows that, in the range of small n where
both Lanczos coe�cients grow linearly, an + d = 2bn
with d a constant, like in the Schwarzian theory. This
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Ex.6 Evolution of the TFD for RMT

Complexity for TFD evolved with GUE Hamiltonian (Similar for GOE,GSE,SYK)
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Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.

relation between an and bn manifests as the first plateau
in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
plexity grows linearly to a peak, followed by a downward slope
to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights
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Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
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Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
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ensemble. Dark blue: The GUE esemble of random matrices
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back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights

Early time

17
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both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
plexity grows linearly to a peak, followed by a downward slope
to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights

17

Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.

relation between an and bn manifests as the first plateau
in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
plexity grows linearly to a peak, followed by a downward slope
to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights
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Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.

relation between an and bn manifests as the first plateau
in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
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the particle moving in the SL(2,R) group (78). In analogy
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times. At later times the time evolution will acquire sup-
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of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow
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forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
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back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights
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Figure 16. Snapshots of the probability distribution in the
Krylov basis of the time evolved TFD for a range of times as
specified above each panel. This plot corresponds to � = 0,
N = 4096 and the GUE ensemble. The horizontal axis shows
the index of the Krylov basis elements from 1 to 4096 and the
y-axis shows the probability that the initial state has evolved
so that it is found in the given basis state. At t = 0 the y-axis
runs from 0 to 1 and all the probability weight is on the initial
state. At t = 40000 the mean probability is 1/4096. Thus,
we arranged the scale of each panel to better show the spread
of the wavefunction over the Krylov basis.

Figure 17. Snapshots of the probability distribution in the
Krylov basis of the time evolved TFD for a range of times as
specified above each panel. This plot corresponds to � = 5,
N = 4096 and the GUE ensemble. The horizontal axis shows
the index of the Krylov basis elements and the y-axis shows
the probability that the initial state has evolved so that it
is found in the given basis state. The y-axis scales di↵er in
each panel (see caption of Fig. 16 for an explanation of this
choice).

sidered below.
We can also characterize the spread of the wavefunc-

tion across the Krylov basis in terms of the entropic def-
inition of complexity (30) or the variance of the distribu-
tion of probabilities of the basis states. These quantities
are displayed in Figs. 14 and 15 and also show a ramp, a
peak, slope, and plateau.

It is also illuminating to examine the explicit form of
the wavefunction in the Krlov basis at di↵erent moments
of time. Figs. 16 and (17) show the spread of wavefunc-
tion over the Krylov basis for � = 0, 5 for a range of
times from t = 0 until late times when the complexity
has plateaued. At t = 0 the wavefunction is localized

Figure 18. Quantum state complexity of the time
evolved TFD state in the GOE ensemble over exponen-
tially large time, for di↵erent values of � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Notice
that after rising to a peak, the complexity decays smoothly
to the plateau value.

on the initial TFD state which is also the first Krylov
basis element. The dynamics then looks like a probabil-
ity shockwave that starts on the initial state and prop-
agates outward to higher basis elements, leaving a tail
of probability behind. For high temperatures (� ! 0),
the probability is initially concentrated at the shockwave
front, while for intermediate and low temperatures, the
probability distribution over the Krylov basis is more
concentrated in the middle of the distribution. But in
both cases, when the shockwave reaches the last Krylov
basis vector, it is far from being stationary. The wave
bounces back and this gives rise to the downward slope
after the peak in state complexity. In the entropic defi-
nition of complexity, there is also a downward slope after
the bounce of the shockwave (Fig. 14) for most tempera-
tures. However, at infinite temperature the probability is
so concentrated at the shockwave front that the distribu-
tion actually continues to spread after bouncing from the
edge of the Krylov chain so that the entropic complexity
does not show a peak and download slope in this limit
(dark blue line in Fig. 14).
We can repeat our computations for the GOE ensem-

ble, defined as an ensemble of real symmetric N ⇥ N
matrices H with Gaussian measure

1

ZGOE(N)

e�
N
4 Tr(H2

) , (124)

and the GSE ensemble, defined as an ensemble of N ⇥N
Hermitian quaternionic matrices with Gaussian measure

1

ZGSE(N)

e�NTr(H2
) . (125)

The details of the computation are the same as for the
GUE ensemble. As reviewed above, these ensembles
mainly di↵er in the specific universal correlation func-
tions between nearby and far away energy eigenvalues. In
fact, as described in [14], spectral rigidity of the matrix
ensembles, related to the correlations of far away energy

Ramp, Peak, Slope, Plateau

Slope, Dip, Ramp, Plateau
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Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.
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in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.
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evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
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to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights



Conclusions

• New definition of Krylov/Spread Complexity for operators/states !

• Computable for operators and states; numerically for discrete models and QFTs

• Progress on a useful notion of “Complexity” in many-body systems

• Evolution of TFD in RM: Ramp, Peak, Slope, Plateau

• Crucial ingredient: return amplitude (2- and higher-point function, SFF etc.)

• Symmetry: new angle on Lanczos coefficients and growth in SYK, 2d CFT

• For SL(2,R) (semi-simple Lie alg.) we can “geometrize” it (coherent states) 
and interpret as phase space volume

• Straightforward to generalise to more interesting many-body setups 
(topological phases)



Many Open Problems 

Thank You! Stay Tuned! Join the fun ;)

• Precise connection with Holography?

• Why Krylov basis? Bulk understanding? (Chords in SYK? [Lin’22])

• Universal laws for Spread/Krylov complexity? Is it useful for QI or QC?

• Complexity and near-horizon geometry (AdS2)?

• Integrable vs Chaotic growth? Is it sensitive? At which time regime?

• Purely Integrable models? Can we study it using integrability (not just numerics)? 

• Interesting states? More complicated objects (defects, boundaries)?

• Late-time physics of AdS/CFT and Black-Holes?

• More from Symmetry/Algebras? BMS, flat space, non-relativistic….?
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� direction (an isometry generator). This is seen from
the explicit form of the coherent state, and the fact that
�i@� produces a factor n. We will discuss more precisely
the relation between the isometries of this information
geometry and the complexity algebra generated by the
Liouvillian and the Krylov complexity operator in a later
section.

Thirdly, motivated by the recent developments con-
cerning the geometric approach to complexity, we note
that the actual Krylov complexity is proportional to the
volume enclosed by the geodesic radius ⇢ = ↵t, i.e., it is
proportional to the volume of the region from the origin
⇢ = 0 up to ⇢ = 2↵t. The explicit computation gives

Vt =

Z 2↵t

0
d⇢

Z 2⇡

0
d�

p
g = 2⇡h sinh2(↵t) = ⇡KO. (49)

This is one of the main new results of our work. We
will show that this relation holds more generally in other
examples.

Based on the intuition from Nielsen’s approach to cir-
cuit complexity, to be described later, one may have
naively expected a relation between the geodesic length
and complexity. However, the geodesic distance between
two arbitrary points (⇢i,�i) and (⇢f ,�f ) in geometry (48)
is given by

cosh(L/l) = cosh(⇢f ) cosh(⇢i)�cos(��) sinh(⇢f ) sinh(⇢i),
(50)

where the radius of the hyperbolic space is denoted as
l2 = h/2. This way, if we measure it from the center
of the disc ⇢i = 0, the geodesic length is L = ⇢f . For
our geodesic motion, we have ⇢f = ↵t, which only grows
linearly in t. We will also return to this point in a later
section, where we will see the more direct relation to
Nielsen’s complexity.

Last but not least, geometry (48) is negatively curved.
The Ricci scalar is related to the highest weight state h
as

R = � 4

h
, (51)

and it decreases for large h.
There have already been several discussions, both in clas-
sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra

[Ji, Jj ] = i✏ijkJk, (52)

and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as

|j,�j + ni =

s
�(2j � n+ 1)

n!�(2j + 1)
Jn

+ |j,�ji . (54)

In this basis, the action of the Lie algebra generators is

J0 |j,�j + ni = (�j + n) |j,�j + ni ,
J+ |j,�j + ni =

p
(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
p

n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate

z = tan

✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)
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linearly in t. We will also return to this point in a later
section, where we will see the more direct relation to
Nielsen’s complexity.

Last but not least, geometry (48) is negatively curved.
The Ricci scalar is related to the highest weight state h
as

R = � 4

h
, (51)

and it decreases for large h.
There have already been several discussions, both in clas-
sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra

[Ji, Jj ] = i✏ijkJk, (52)

and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as

|j,�j + ni =

s
�(2j � n+ 1)

n!�(2j + 1)
Jn

+ |j,�ji . (54)

In this basis, the action of the Lie algebra generators is

J0 |j,�j + ni = (�j + n) |j,�j + ni ,
J+ |j,�j + ni =

p
(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
p

n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate

z = tan

✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)
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� direction (an isometry generator). This is seen from
the explicit form of the coherent state, and the fact that
�i@� produces a factor n. We will discuss more precisely
the relation between the isometries of this information
geometry and the complexity algebra generated by the
Liouvillian and the Krylov complexity operator in a later
section.

Thirdly, motivated by the recent developments con-
cerning the geometric approach to complexity, we note
that the actual Krylov complexity is proportional to the
volume enclosed by the geodesic radius ⇢ = ↵t, i.e., it is
proportional to the volume of the region from the origin
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This is one of the main new results of our work. We
will show that this relation holds more generally in other
examples.

Based on the intuition from Nielsen’s approach to cir-
cuit complexity, to be described later, one may have
naively expected a relation between the geodesic length
and complexity. However, the geodesic distance between
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sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.
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We now analyze the example in which the Liouvil-
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a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra
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and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as
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In this basis, the action of the Lie algebra generators is
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(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
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n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate
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that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j
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(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)

Liouvillian:
L = ↵(J+ + J�)
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Figure 1. Distribution of the SU(2) Lanczos coe�cients. Sam-
ple plot for j = 20.

and we find finite-dimensional Hilbert spaces, with di-
mensions 2j+1, where Krylov basis states are associated
with orthonormal vectors in an obvious way

|On) = |j,�j + ni , n = 0, ..., 2j. (60)

With this identification, the action of the lowering oper-
ator J� in (55) automatically allows us to read o↵ the
bn’s

bn = ↵
p

n(2j � n+ 1). (61)

These Lanczos coe�cients grow slower than their
SL(2,R) cousins, namely as ↵

p
2j n up to a maximum

value

nmax = j +
1

2
, b

j+ 1
2
= ↵

✓
j +

1

2

◆
= ↵nmax, (62)

and then come back down to the final value (see example
on Fig. 1)

b2j = ↵
p

2j = b1. (63)

Using the above form of the spin coherent states, we
find the Heisenberg operator wavefunction |O(t)) in the
Krylov space by replacing ✓ = 2↵t and � = ⇡/2. More
precisely

|O(t)) = |z = i tan(↵t), ji = ei↵(J++J�)t |j,�ji . (64)

The SU(2) wavefunction arising from this identification

'n(t) =
tann(↵t)

cos�2j(↵t)

s
�(2j + 1)

n!�(2j � n+ 1)
, (65)

satisfies the Schrodinger equation (20) with Lanczos co-
e�cients (61). To get intuition about the shape of these
functions, we plot the example of j = 5 in Fig (2). In
this SU(2) case, the probabilities pn(t) form the binomial
distribution

pn(t) = |'n(t)|2 =

✓
2j

n

◆
�n(1� �)2j�n, (66)

with � = sin(↵t). The auto-correlation function for
SU(2), from which one obtains the return probability,
is given by

C(t) = '0(t) =
1

cos2(�j)(↵t)
. (67)

This correlation function appears e.g. when analyzing a
free harmonic oscillator at finite temperature. The two-
point function in Euclidean time for such an oscillator is
(see e.g. [62])

G(⌧) =
1

2!

cosh[(�/2� ⌧)!]

sinh(�!/2)
. (68)

After doing the usual analytic continuation ⌧ ! it, and
then the analytic continuation towards the inner product
t ! t� i�/2 we find

C(t) =
1

2!

cos(t!)

sinh(�!/2)
, (69)

which is the previous SU(2) result for j = 1/2 and ↵ = !,
up to operator normalization (which should be fixed at
initial times). Other j are e.g. achieved by considering a
di↵erent number of uncoupled harmonic oscillators with
the same frequencies.
We also remark that in this class of models, the right

assignation of ↵ is temperature independent. This im-
plies that e.g. introducing temperature in a free system
does not change the complexity/operator growth. It just
changes the correct operator normalization at the initial
time, but not the operator wavefunction. This is simi-
lar to the computation of Lyapunov exponents at high
temperature in SYK [63] (free regime), where it only de-
pends on the coupling constant, the only scale-dependent
parameter of the theory.
Using the operator wavefunction (65), we can now

Figure 2. All the 11 wavefunctions 'n(t) for spin j = 5 plotted
between ↵t 2 (0,⇡/2). Di↵erent wavefunctions are peaked at
later values of ↵t symmetrically, reflecting the symmetry of
bn’s.
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changes the correct operator normalization at the initial
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temperature in SYK [63] (free regime), where it only de-
pends on the coupling constant, the only scale-dependent
parameter of the theory.
Using the operator wavefunction (65), we can now

Figure 2. All the 11 wavefunctions 'n(t) for spin j = 5 plotted
between ↵t 2 (0,⇡/2). Di↵erent wavefunctions are peaked at
later values of ↵t symmetrically, reflecting the symmetry of
bn’s.

n = 0, .., 2j

<latexit sha1_base64="mn7lAsnwk16+TQcdlbhGICEZPLE=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KMtuqehFKHrxWMF+SLuUbJptY5PskmSFUvorvHhQxKs/x5v/xrTdg7Y+GHi8N8PMvDDhTBvP+3ZWVtfWNzZzW/ntnd29/cLBYUPHqSK0TmIeq1aINeVM0rphhtNWoigWIafNcHgz9ZtPVGkWy3szSmggcF+yiBFsrPQgr7yS65bKj91C0XO9GdAy8TNShAy1buGr04tJKqg0hGOt276XmGCMlWGE00m+k2qaYDLEfdq2VGJBdTCeHTxBp1bpoShWtqRBM/X3xBgLrUcitJ0Cm4Fe9Kbif147NdFlMGYySQ2VZL4oSjkyMZp+j3pMUWL4yBJMFLO3IjLAChNjM8rbEPzFl5dJo+z6Fff8rlKsXmdx5OAYTuAMfLiAKtxCDepAQMAzvMKbo5wX5935mLeuONnMEfyB8/kDrJSPBw==</latexit>



SU(2) [PC, J.M.Magan, D.Patramanis ’21]

Spin coherent states:

8

� direction (an isometry generator). This is seen from
the explicit form of the coherent state, and the fact that
�i@� produces a factor n. We will discuss more precisely
the relation between the isometries of this information
geometry and the complexity algebra generated by the
Liouvillian and the Krylov complexity operator in a later
section.

Thirdly, motivated by the recent developments con-
cerning the geometric approach to complexity, we note
that the actual Krylov complexity is proportional to the
volume enclosed by the geodesic radius ⇢ = ↵t, i.e., it is
proportional to the volume of the region from the origin
⇢ = 0 up to ⇢ = 2↵t. The explicit computation gives

Vt =

Z 2↵t

0
d⇢

Z 2⇡

0
d�

p
g = 2⇡h sinh2(↵t) = ⇡KO. (49)

This is one of the main new results of our work. We
will show that this relation holds more generally in other
examples.

Based on the intuition from Nielsen’s approach to cir-
cuit complexity, to be described later, one may have
naively expected a relation between the geodesic length
and complexity. However, the geodesic distance between
two arbitrary points (⇢i,�i) and (⇢f ,�f ) in geometry (48)
is given by

cosh(L/l) = cosh(⇢f ) cosh(⇢i)�cos(��) sinh(⇢f ) sinh(⇢i),
(50)

where the radius of the hyperbolic space is denoted as
l2 = h/2. This way, if we measure it from the center
of the disc ⇢i = 0, the geodesic length is L = ⇢f . For
our geodesic motion, we have ⇢f = ↵t, which only grows
linearly in t. We will also return to this point in a later
section, where we will see the more direct relation to
Nielsen’s complexity.

Last but not least, geometry (48) is negatively curved.
The Ricci scalar is related to the highest weight state h
as

R = � 4

h
, (51)

and it decreases for large h.
There have already been several discussions, both in clas-
sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra

[Ji, Jj ] = i✏ijkJk, (52)

and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)

Using the ladder operators we can build the usual ba-
sis for representation j = 0, 1

2 , 1, · · · , namely |j, ni, with
�j  n  j. In order to make the connection with op-
erator growth, it will be convenient to re-label the basis
vectors as n ! j + n, so that n = 0, ..., 2j. This way, the
2j + 1 orthonormal basis vectors can be written as

|j,�j + ni =

s
�(2j � n+ 1)

n!�(2j + 1)
Jn

+ |j,�ji . (54)

In this basis, the action of the Lie algebra generators is

J0 |j,�j + ni = (�j + n) |j,�j + ni ,
J+ |j,�j + ni =

p
(n+ 1)(2j � n) |j,�j + n+ 1i ,

J� |j,�j + ni =
p

n(2j � n+ 1) |j,�j + n� 1i . (55)

As before, we will choose the highest weight state |j,�ji,
annihilated by J�, as our initial state. Equivalently we
could have started from J+ |j, ji = 0 but we chose to
follow the usual convention [53].
Following previous steps, we build the so-called spin

coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate

z = tan

✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)
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sical and quantum chaos as well as in the complexity lit-
erature, about the role of negatively curved information
geometry [55–59]. In the context of black holes, for ex-
ample, perturbations in the near horizon region can be
described in this way, see [13, 14, 60, 61]. The present
example is a precise contribution to this intuition. In-
deed, we will see in the following examples that the sign
of the curvature is correlated with the nature of Krylov
complexity growth.

Example II: SU(2)

We now analyze the example in which the Liouvil-
lian belongs to the SU(2) algebra. This will give us
a more general intuition about the Krylov approach in
non-chaotic systems. In particular, we will see the con-
sequences of working with a finite-dimensional Hilbert
space and having non-maximal Lanczos coe�cients on
the Krylov complexity and its geometry.
We start with the familiar SU(2) Lie algebra
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and introduce the ladder operators J± = J1 ± iJ2. Re-
naming J3 ! J0 the previous algebra transforms into

[J0, J±] = ±J±, [J+, J�] = 2J0. (53)
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2 , 1, · · · , namely |j, ni, with
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p
(n+ 1)(2j � n) |j,�j + n+ 1i ,
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p

n(2j � n+ 1) |j,�j + n� 1i . (55)
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coherent states by applying the displacement operator

|z, ji = D(⇠) |j,�ji , D(⇠) = e⇠J+�⇠̄J� , (56)

where now we have the complex coordinate
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✓
✓

2

◆
ei�, (57)

that parametrizes a spherical geometry.
More explicitly, the spin coherent states are written in

the orthonormal basis as

|z, ji = (1 + zz̄)�j

2jX

n=0

zn

s
�(2j + 1)

n!�(2j � n+ 1)
|j,�j + ni .

(58)
To analyze the operator growth we repeat the same steps
as in the previous example. The SU(2) Liouvillian takes
the form

L = ↵(J+ + J�) , (59)
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Figure 1. Distribution of the SU(2) Lanczos coe�cients. Sam-
ple plot for j = 20.

and we find finite-dimensional Hilbert spaces, with di-
mensions 2j+1, where Krylov basis states are associated
with orthonormal vectors in an obvious way

|On) = |j,�j + ni , n = 0, ..., 2j. (60)

With this identification, the action of the lowering oper-
ator J� in (55) automatically allows us to read o↵ the
bn’s

bn = ↵
p

n(2j � n+ 1). (61)

These Lanczos coe�cients grow slower than their
SL(2,R) cousins, namely as ↵

p
2j n up to a maximum

value

nmax = j +
1

2
, b

j+ 1
2
= ↵

✓
j +

1

2

◆
= ↵nmax, (62)

and then come back down to the final value (see example
on Fig. 1)

b2j = ↵
p

2j = b1. (63)

Using the above form of the spin coherent states, we
find the Heisenberg operator wavefunction |O(t)) in the
Krylov space by replacing ✓ = 2↵t and � = ⇡/2. More
precisely

|O(t)) = |z = i tan(↵t), ji = ei↵(J++J�)t |j,�ji . (64)

The SU(2) wavefunction arising from this identification

'n(t) =
tann(↵t)

cos�2j(↵t)

s
�(2j + 1)

n!�(2j � n+ 1)
, (65)

satisfies the Schrodinger equation (20) with Lanczos co-
e�cients (61). To get intuition about the shape of these
functions, we plot the example of j = 5 in Fig (2). In
this SU(2) case, the probabilities pn(t) form the binomial
distribution

pn(t) = |'n(t)|2 =

✓
2j

n

◆
�n(1� �)2j�n, (66)

with � = sin(↵t). The auto-correlation function for
SU(2), from which one obtains the return probability,
is given by

C(t) = '0(t) =
1

cos2(�j)(↵t)
. (67)

This correlation function appears e.g. when analyzing a
free harmonic oscillator at finite temperature. The two-
point function in Euclidean time for such an oscillator is
(see e.g. [62])

G(⌧) =
1

2!

cosh[(�/2� ⌧)!]

sinh(�!/2)
. (68)

After doing the usual analytic continuation ⌧ ! it, and
then the analytic continuation towards the inner product
t ! t� i�/2 we find

C(t) =
1

2!

cos(t!)

sinh(�!/2)
, (69)

which is the previous SU(2) result for j = 1/2 and ↵ = !,
up to operator normalization (which should be fixed at
initial times). Other j are e.g. achieved by considering a
di↵erent number of uncoupled harmonic oscillators with
the same frequencies.
We also remark that in this class of models, the right

assignation of ↵ is temperature independent. This im-
plies that e.g. introducing temperature in a free system
does not change the complexity/operator growth. It just
changes the correct operator normalization at the initial
time, but not the operator wavefunction. This is simi-
lar to the computation of Lyapunov exponents at high
temperature in SYK [63] (free regime), where it only de-
pends on the coupling constant, the only scale-dependent
parameter of the theory.
Using the operator wavefunction (65), we can now

Figure 2. All the 11 wavefunctions 'n(t) for spin j = 5 plotted
between ↵t 2 (0,⇡/2). Di↵erent wavefunctions are peaked at
later values of ↵t symmetrically, reflecting the symmetry of
bn’s.
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compute the Krylov complexity

KO =
2jX

n=0

n|'n(t)|2 = 2j sin2(↵t). (70)

Clearly, there is no exponential growth of complexity in
this case. This fits well with the fact that bn’s are not lin-
ear in n. More precisely, the complexity grows quadrat-
ically KO ⇠ 2j↵2t2 at early times and reaches its maxi-
mum at t = ⇡/(2↵) given by Kmax

O
= 2j. After that it

reduces back to zero at t = ⇡/↵. This is the expected
behaviour for a complexity measure. The reason is that
t = ⇡/(2↵) is the furthest point in the complexity geom-
etry, as we are going to show shortly. Passing that point
in phase space we begin our trip back to the initial state.

As in the case of SL(2,R), we can better observe these
complexity features geometrically, by deriving the infor-
mation metric associated with (58). This is the spherical
metric

ds2 =
2jdzdz̄

(1 + |z|2)2 =
j

2

�
d✓2 + sin2 ✓d�2

�
. (71)

We conclude that this particular non-chaotic operator
dynamics is associated with geometry of constant positive
curvature

R =
4

j
. (72)

As before, for large spin j the curvature decreases. The
operator growth again gets mapped to a geodesic in this
geometry.

Last but not least, we can evaluate the volume in this
information geometry up to ✓ = 2↵t

Vt =

Z 2↵t

0
d✓

Z 2⇡

0
d�

p
g = 2⇡j sin2(↵t) = ⇡KO , (73)

confirming our proposed relation between the volume in
the information geometry and the Krylov complexity.

Example III: Heisenberg-Weyl

The next example is somewhat in between the previous
two. It concerns the Heisenberg-Weyl algebra and its
associated standard coherent states. We start with the
usual creation (a†) and annihilation (a) operators, the
identity 1 and the number operator (n̂ = a†a). These
operators define the following algebra

[a, a†] = 1, [n̂, a†] = a†, [n̂, a] = �a, (74)

with all other commutators vanishing. The infinite di-
mensional Hilbert space is expanded in the usual or-
thonormal basis

|ni = 1p
n!
(a†)n |0i , (75)

on which the ladder operators a† and a act as

a† |ni =
p
n+ 1 |n+ 1i , a |ni =

p
n |n� 1i , (76)

and n is the eigenvalue of the number operator.
Following the general paradigm, these relations allow

us to identify the Heisenberg-Weyl Liouvillian, the in-
finite dimensional Krylov basis and the Lanczos coe�-
cients. These are given by

L = ↵(a† + a), |On) = |ni , bn = ↵
p
n. (77)

The standard coherent states are defined by the action
of the displacement operator on the vacuum state

|zi = D(z) |0i , D(z) = eza
†
�z̄a, (78)

with complex coordinate z = rei�. Using the previous
algebra one finds

|zi = e�|z|
2
/2

1X

n=0

znp
n!

|ni . (79)

We can now find the operator wavefunction by exploring
the relation between the unitary evolution with the Li-
ouvillian and the displacement operator. In particular,
by setting z = i↵t, or r = ↵t and � = ⇡/2, we write the
Heisenberg’s operator state in the Krylov space

|O(t)) = |z = i↵ti = ei↵(a
†+a)t |0i , (80)

from where the operator wavefunction is

'n(t) = e�↵
2
t
2
/2↵

ntnp
n!

,
1X

n=0

|'n|2 = 1. (81)

It solves the Schrodinger equation (20) with the above
bn’s and corresponding probabilities form the Poisson dis-
tribution. Examples are plotted on Fig. 3.
Here, the basis is infinite-dimensional but the growth of
bn’s is not maximal. Also, the auto-correlation function,
in this case, is exponentially decaying

C(t) = '0(t) = exp
�
�↵2t2/2

�
. (82)

With the explicit solution we can compute the Krylov
complexity

KO =
1X

n=0

n|'n(t)|2 = ↵2t2 . (83)

Similarly to SL(2,R) and SU(2), the early time growth
is universally proportional to t2 (quadratic), but here it
continues as such for all times.
Finally, the information metric is the flat (R = 0) com-

plex plane

ds2
FS

= dzdz̄ = dr2 + r2d�2. (84)
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Clearly, for �+ 6= ��, Krylov complexity is sensitive to
the operator’s spin s.

Finally, the information geometry consists of two
copies of the Euclidean Poincaré disc (48). The classi-
cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.

Note that this generalization to 2d CFTs seems com-
pletely determined by symmetries (see more discussion
in [30]). This universality is a simple consequence of the
operators that we chose to describe the growth of. For a
free CFT, we could have chosen a momentum mode in-
stead, and the Krylov approach would look like the case
of SU(2), instead of SL(2,R). We can also imagine consid-
ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
trivial example of SL(2,R) subalgebras of the Virasoro
algebra given by {L�k, L0, Lk} for some fixed k [67]. Al-
ready in this case we end up with Krylov complexity that
depends on the central charge c of the CFT

KO = 2hk sinh
2(↵kt), (96)

where

hk =
c

24

✓
k � 1

k
+

24h

ck

◆
, ↵k = k↵, (97)

and Lanczos coe�cients are also asymptotically linear
bn ' ↵kn.
We will return to discussion of CFT generalizations at
the very end.

V. COMPLEXITY ALGEBRA AND GEOMETRY

Previously we have analyzed specific examples related
to di↵erent groups. In this section, we come back to a
more general discussion of the Lanczos coe�cients in the
light of symmetry. We argue that there exists a natural
algebra associated with operator dynamics and Krylov
complexity, and that the closure of this algebra on di↵er-
ent levels provides another way towards finding potential
sets of Lanczos coe�cients. In particular, we will again
reproduce our previous results from this angle.

The logic proceeds as follows. As described above, the
action of the Liouvillian in the Krylov basis yields two
terms (18) and suggests a definition of “generalized lad-
der operators”

L = L̃+ + L̃�, (98)

where for simplicity we absorbed ↵ into the ladder oper-
ators of the previous section L̃± = ↵L± such that

L̃+|On) = bn+1|On+1), L̃�|On) = bn|On�1). (99)

The algebra generated by the generalized ladder opera-
tors L̃+ and L̃� is simply equivalent to the algebra gen-
erated by the Liouvillian and the operator B, defined as

B = L̃+ � L̃� . (100)

By definition, action of this anti-Hermitian operator on
the Krylov basis is

B|On) = �bn|On�1) + bn+1|On+1) . (101)

We now want to explore the following question. What
happens when we start commuting these two operators?
From their definitions, we can easily derive the action of
the commutator, that we name K̃, in the Krylov basis.
Using (18) and (101) we obtain

K̃ ⌘ [L, B]|On) = 2(b2
n+1 � b2

n
)|On). (102)

This operator turns out to be diagonal in the Krylov basis
with eigenvalues k̃(n) = 2(b2

n+1 � b2
n
).

Given this generic algebraic structure, we now enter-
tain a “simplicity” hypothesis. This hypothesis demands
that these three operators close an algebra that we may
call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
most linearly in n. We then conclude that this hypothesis
(closure of the algebra) provides a recurrence equation for
the Lanczos coe�cients

2(b2
n+1 � b2

n
) = An+B. (104)

A general solution to this equation is given by (the posi-
tive root)

bn =

r
1

4
An(n� 1) +

1

2
Bn+ C , (105)

with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
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Finally, the information geometry consists of two
copies of the Euclidean Poincaré disc (48). The classi-
cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.

Note that this generalization to 2d CFTs seems com-
pletely determined by symmetries (see more discussion
in [30]). This universality is a simple consequence of the
operators that we chose to describe the growth of. For a
free CFT, we could have chosen a momentum mode in-
stead, and the Krylov approach would look like the case
of SU(2), instead of SL(2,R). We can also imagine consid-
ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
trivial example of SL(2,R) subalgebras of the Virasoro
algebra given by {L�k, L0, Lk} for some fixed k [67]. Al-
ready in this case we end up with Krylov complexity that
depends on the central charge c of the CFT
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to di↵erent groups. In this section, we come back to a
more general discussion of the Lanczos coe�cients in the
light of symmetry. We argue that there exists a natural
algebra associated with operator dynamics and Krylov
complexity, and that the closure of this algebra on di↵er-
ent levels provides another way towards finding potential
sets of Lanczos coe�cients. In particular, we will again
reproduce our previous results from this angle.

The logic proceeds as follows. As described above, the
action of the Liouvillian in the Krylov basis yields two
terms (18) and suggests a definition of “generalized lad-
der operators”

L = L̃+ + L̃�, (98)

where for simplicity we absorbed ↵ into the ladder oper-
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We now want to explore the following question. What
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K̃ ⌘ [L, B]|On) = 2(b2
n+1 � b2

n
)|On). (102)
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call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues
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for some constants A and B, implying that k̃(n) grows at
most linearly in n. We then conclude that this hypothesis
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with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that
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We now expand the time-dependent operator in the
Krylov basis as
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in'n(t)|On) . (13)
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real. Generally, their modulus squared defines probabil-
ities whose sum is conserved in time
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These amplitudes are determined by solving a
“Schrodinger equation”, that descends from the original
Heisenberg equation satisfied by O(t). To derive this
equation, notice that the previously defined Liouvillian
L plays the role of the Hamiltonian in the new Hilbert
space spanned by the Krylov basis |On). In particular,
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cients bn, we can solve for the amplitudes 'n(t) with
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Before we discuss operator’s complexity, we note that
a very special role in the Krylov approach is played by
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Krylov Complexity

We now describe how to quantify operator complex-
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a particle moving on a one-dimensional chain, where the
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the operator’s spin s.

Finally, the information geometry consists of two
copies of the Euclidean Poincaré disc (48). The classi-
cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.

Note that this generalization to 2d CFTs seems com-
pletely determined by symmetries (see more discussion
in [30]). This universality is a simple consequence of the
operators that we chose to describe the growth of. For a
free CFT, we could have chosen a momentum mode in-
stead, and the Krylov approach would look like the case
of SU(2), instead of SL(2,R). We can also imagine consid-
ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
trivial example of SL(2,R) subalgebras of the Virasoro
algebra given by {L�k, L0, Lk} for some fixed k [67]. Al-
ready in this case we end up with Krylov complexity that
depends on the central charge c of the CFT
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and Lanczos coe�cients are also asymptotically linear
bn ' ↵kn.
We will return to discussion of CFT generalizations at
the very end.
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Previously we have analyzed specific examples related
to di↵erent groups. In this section, we come back to a
more general discussion of the Lanczos coe�cients in the
light of symmetry. We argue that there exists a natural
algebra associated with operator dynamics and Krylov
complexity, and that the closure of this algebra on di↵er-
ent levels provides another way towards finding potential
sets of Lanczos coe�cients. In particular, we will again
reproduce our previous results from this angle.

The logic proceeds as follows. As described above, the
action of the Liouvillian in the Krylov basis yields two
terms (18) and suggests a definition of “generalized lad-
der operators”

L = L̃+ + L̃�, (98)

where for simplicity we absorbed ↵ into the ladder oper-
ators of the previous section L̃± = ↵L± such that
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tors L̃+ and L̃� is simply equivalent to the algebra gen-
erated by the Liouvillian and the operator B, defined as

B = L̃+ � L̃� . (100)

By definition, action of this anti-Hermitian operator on
the Krylov basis is

B|On) = �bn|On�1) + bn+1|On+1) . (101)

We now want to explore the following question. What
happens when we start commuting these two operators?
From their definitions, we can easily derive the action of
the commutator, that we name K̃, in the Krylov basis.
Using (18) and (101) we obtain

K̃ ⌘ [L, B]|On) = 2(b2
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This operator turns out to be diagonal in the Krylov basis
with eigenvalues k̃(n) = 2(b2
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Given this generic algebraic structure, we now enter-
tain a “simplicity” hypothesis. This hypothesis demands
that these three operators close an algebra that we may
call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
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with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
(106)

Lets commute: From these definitions
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copies of the Euclidean Poincaré disc (48). The classi-
cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.

Note that this generalization to 2d CFTs seems com-
pletely determined by symmetries (see more discussion
in [30]). This universality is a simple consequence of the
operators that we chose to describe the growth of. For a
free CFT, we could have chosen a momentum mode in-
stead, and the Krylov approach would look like the case
of SU(2), instead of SL(2,R). We can also imagine consid-
ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
trivial example of SL(2,R) subalgebras of the Virasoro
algebra given by {L�k, L0, Lk} for some fixed k [67]. Al-
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light of symmetry. We argue that there exists a natural
algebra associated with operator dynamics and Krylov
complexity, and that the closure of this algebra on di↵er-
ent levels provides another way towards finding potential
sets of Lanczos coe�cients. In particular, we will again
reproduce our previous results from this angle.

The logic proceeds as follows. As described above, the
action of the Liouvillian in the Krylov basis yields two
terms (18) and suggests a definition of “generalized lad-
der operators”

L = L̃+ + L̃�, (98)

where for simplicity we absorbed ↵ into the ladder oper-
ators of the previous section L̃± = ↵L± such that
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By definition, action of this anti-Hermitian operator on
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We now want to explore the following question. What
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the commutator, that we name K̃, in the Krylov basis.
Using (18) and (101) we obtain
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with eigenvalues k̃(n) = 2(b2
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tain a “simplicity” hypothesis. This hypothesis demands
that these three operators close an algebra that we may
call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
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with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
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We can demand that the algebra closes at this first step. This gives
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cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.

Note that this generalization to 2d CFTs seems com-
pletely determined by symmetries (see more discussion
in [30]). This universality is a simple consequence of the
operators that we chose to describe the growth of. For a
free CFT, we could have chosen a momentum mode in-
stead, and the Krylov approach would look like the case
of SU(2), instead of SL(2,R). We can also imagine consid-
ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
trivial example of SL(2,R) subalgebras of the Virasoro
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call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues
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with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within
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have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
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ering composite CFT operators and/or consider the ther-
mal CFT on the circle. Such setups will require more de-
tailed information about the CFT spectrum etc, and they
will distinguish between chaotic and non-chaotic CFT’s.
Moreover, in 2d CFTs, we could also study the less uni-
versal Liouvillian dynamics based on the Virasoro alge-
bra. Even though we leave this as an interesting future
direction, in appendix B we consider a simpler but non-
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light of symmetry. We argue that there exists a natural
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complexity, and that the closure of this algebra on di↵er-
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call a “complexity algebra”. This enforces the following
constraint on the commutator eigenvalues

k̃(n) = An+B , (103)

for some constants A and B, implying that k̃(n) grows at
most linearly in n. We then conclude that this hypothesis
(closure of the algebra) provides a recurrence equation for
the Lanczos coe�cients

2(b2
n+1 � b2

n
) = An+B. (104)

A general solution to this equation is given by (the posi-
tive root)

bn =

r
1

4
An(n� 1) +

1

2
Bn+ C , (105)

with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
(106)

What if it doesn't? Number of steps to the closure? Classification?
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For SL(2,R)
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Clearly, for �+ 6= ��, Krylov complexity is sensitive to
the operator’s spin s.

Finally, the information geometry consists of two
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cal trajectory corresponds to a geodesic in this product
manifold and the Krylov complexity is proportional to
the volume as in previous examples.
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depends on the central charge c of the CFT

KO = 2hk sinh
2(↵kt), (96)

where

hk =
c

24

✓
k � 1

k
+

24h

ck

◆
, ↵k = k↵, (97)

and Lanczos coe�cients are also asymptotically linear
bn ' ↵kn.
We will return to discussion of CFT generalizations at
the very end.

V. COMPLEXITY ALGEBRA AND GEOMETRY
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complexity, and that the closure of this algebra on di↵er-
ent levels provides another way towards finding potential
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ators of the previous section L̃± = ↵L± such that

L̃+|On) = bn+1|On+1), L̃�|On) = bn|On�1). (99)

The algebra generated by the generalized ladder opera-
tors L̃+ and L̃� is simply equivalent to the algebra gen-
erated by the Liouvillian and the operator B, defined as
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with C also being an arbitrary constant. Furthermore,
requiring b0 = 1, which holds for any operator growth,
fixes this constant to C = 0. We see that the hypothesis
does not allow the Lanczos coe�cients to grow faster than
n. It would be interesting to see if imposing the closure
of the algebra at a later level, by allowing the complexity
algebra to include more operators generated by L and B,
still enforces the universal linear bound.
Note that the examples considered earlier all fall within

the simplicity hypothesis. For instance, for SL(2, R) we
have that

L = ↵(L�1 + L1), B = ↵(L�1 � L1), K̃ = 4↵2L0,
(106)

Geometrically, these are simply combinations of the isometry generators
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and hence the eigenvalue

k̃sl(2,R)(n) = 4↵2(n+ h). (107)

Moreover, we can observe a simple relation between
the commutator K̃ and the Krylov complexity operator,
namely

K̃ = 4↵2(K̂O + h) . (108)

They are the same up to a constant and a proportion-
ality factor. In particular, they both grow exponentially
with the same growth rate/Lyapunov exponent. This
suggests that the operator L0 (or more generally the en-
ergy in CFTs) may also be a good candidate for operator
complexity or a witness of the operator growth. This pro-
posal was put forward in [47] and present results provide
a firmer ground for this idea. Nevertheless, the definition
of the operator (23) seems more robust, especially from
the point of view of generic systems that we can analyze
only numerically.

The geometric interpretation of this complexity alge-
bra generators is also very elegant. They are just related
to the Killing vectors of the information metric (48), that
in our coordinates become

L0 = i@�,

L�1 = �ie�i� [coth(⇢)@� + i@⇢] ,

L1 = �iei� [coth(⇢)@� � i@⇢] . (109)

The operators (L,B, K̃) are built from these generators
and satisfy the same algebra. They are therefore asso-
ciated with the isometries of the information metric. In
particular, K̃, almost equal to the Krylov complexity op-
erator, generates translations in �. Since the di↵erence
between K̃ and K is a constant, which just produces
non-physical overall phases, we conclude that the Krylov
complexity operator is also the generator of translations
in �. In addition, the geometric picture shows that (abso-
lute value of) the expectation value of the operator B also
grows exponentially in the course of operator dynamics
(i.e., with ⇢ = 2↵t and � = ⇡/2).

In complete analogy, for SU(2) we have

L = ↵(J+ + J�), B = ↵(J+ � J�), K̃ = �4↵2J0,
(110)

and the eigenvalues of K̃ becomes

k̃su(2)(n) = �4↵2(n� j). (111)

Again this implies a simple relation with the Krylov com-
plexity operator

K̃ = �4↵2(K̂O � j) , (112)

and both K̃ and the Krylov complexity operator generate
rotations in the information metric.

Finally, for the Heisenberg-Weyl algebra the appropri-
ate assignation is

L = ↵(a† + a), B = ↵(a† � a), K̃ = 2↵21, (113)

providing the eigenvalue

k̃HW (n) = 2↵2. (114)

In this case, the commutator is proportional to the iden-
tity. Therefore, the relation to Krylov complexity oper-
ator is not just a simple constant shift and appears less
natural.
We believe that this new perspective will serve as a

solid starting point for a systematic approach to the clas-
sification of various operator dynamics. This classifica-
tion could start by specifying the number of operators
we need to add to the Liouviilian and the operator B to
close an algebra. This program may follow by analyzing
the possible representations of such a complexity algebra.
Certainly, new examples associated with other Lie groups
as well as their deformations will serve as important data
points in this direction.

VI. RELATION TO GEOMETRIC COMPLEXITY:
PARTICLE ON A GROUP

In this section, we provide a bridge between opera-
tor dynamics and Krylov complexity, and the geomet-
ric approach to computational/circuit complexity. This
approach stands out in its similarities to the way physi-
cists think. It was pioneered by Nielsen and collaborators
[68–70] and, more recently, attracted significant attention
with prospective applications to holographic complexity
(see e.g. [71–78] as well as [79–82] for some of the alter-
native definitions). The main elegant idea in Nielsen’s
works is to think about quantum circuits as paths in the
manifold of unitary transformations. These paths are de-
termined by di↵erent choices of instantaneous quantum
gates, characterised by time-dependent Hamiltonians.
On one hand, linking these two ideas is important from

a physics point of view, given the recent activity con-
cerning the relation between complexity and black hole
physics [36–39, 43, 47]. On the other hand, this connec-
tion can sharpen the operational meaning of the operator
wavefunction and the Krylov complexity.
The bridge is built upon the previously described con-

nection to generalized coherent states. To make our
points clear, we start from the transition amplitude be-
tween a coherent state |zii at some initial time ti and a
coherent state |zf i for time tf , defined as

T (zf , tf ; zi, ti) = hzf | exp (�iH(tf � ti)) |zii . (115)

We can write a path integral representation of these tran-
sition amplitudes, see [83]

T (zf , tf ; zi, ti) =

Z
dµ[z(t)]eiS , (116)

In particular 
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Generalisations [PC, Datta ’21]

Operator Growth in 2d CFTs: Primary flow into the bath of descendants.

Figure 2.2: A 3d view of the Young’s lattice till level 10. Some of the vertices have been

marked by the Young diagrams. (This can be generated in Mathematica using the function

GraphPlot3D with the adjacency matrix of the Young’s lattice as the input.)

On the other hand, the action of l�1 creates a superposition of four states at level 9

|112241i 7! , |112132i 7! , |2331i 7! , |122231i 7! . (2.38)

Therefore, the state (2.36) has three edges from the layer below and four edges to the layer

above; see fig. 2.1 (right) for another example. In general, the number of ways of adding a

single box is always one greater than the number of ways of removing a box. In graph theory,

this is often phrased as: each vertex of the Young’s lattice has degree 2M + 1, and it consists

of M predecessors and M + 1 successors.

Let us now point out a couple of combinatorical properties about the Young’s lattice

that will play a role in the next section. First, the number of Young diagrams at the N ’th

layer is simply the number of integer partitions p(N). In CFT terms, this is the number of

descendants at each level and this can be seen from the Virasoro character of the primary

�h(q) =
qh�

c�1
24

⌘(q)
= qh�

c
24

1Y

n=1

1

1� qn
. (2.39)

It is crucial that we are working with irrational CFTs with no null-states in non-vacuum

modules, so that the above form of the character can be used. The infinite product in (2.39)
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Figure 2.1: [Left] The Young’s lattice denoting descendant states till level 5. [Right] Focusing

on a specific vertex/descendant and its edges weighted by the Lanczos coe�cients.

primary operators.4 The layers corresponds to the descendant levels. The Liouvillian, defined

in (2.20), precisely performs the task of adding/removing a single box. This can be manifestly

seen from the di↵erential operator realizations of l±1 from eq. (2.27)

l1 =
1X

n=1

nun
@

@un+1

+ (µ+ i�)
@

@u1

, l�1 =
1X

n=1

(n+ 1)un+1

@

@un
+ 2(µ� i�)u1 . (2.35)

Let’s consider the action of these operators on an arbitrary descendant state (2.32). The

action of l1 on the monomial um1
1

um2
2

· · · is equivalent to removal of a box from one of the

inner corners of the Young diagram, while the action of l�1 corresponds to addition of a box

to one of the outer corners. For example, consider the descendant at level 8

|112231i 7! (2.36)

The action of l1 leads to a superposition of the following three states at level 7

|1123i 7! , |122131i 7! , |2231i 7! . (2.37)

4Strictly speaking, we should be considering the Young’s lattice as a directed graph. This is because we

start with the primary state at t = 0 and the evolution proceeds into higher level descendants.
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Example:



Lanczos Coefficients [PC, Datta ’21]

Linear Growth of Lanczos coefficients corresponds to i.e. this is the path

? ! ! ! ! ! ! · · · . (3.9)

Therefore, the integer partition,
P

jmj = N , has mN = 1 and all other mj 6=N = 0. The l�1

action on this state creates a similar descendant, |(N + 1)1i, of the level N + 1 which has

mN+1 = 1 and mj 6=N+1 = 0, in addition to some other states. Let’s consider type-1 element

(3.5) corresponding to these two similar descendants of adjacent levels (e.g. |41i ! |51i or

! )

b(1)
{0,··· ,0,1N ,0,··· }!{0,··· ,0,1N+1,0,··· }

= ↵
p
N(N + 1)

N!1

⇡ ↵N . (3.10)

The notation 1N indicates ‘1’ at the N ’th position in the set. Therefore, we find asymptotically

linear growth along the rightmost edge of the Young’s lattice – this is also verified numerically

in fig. 3.2 (right, red curve). Hence, transitions between descendants of the kind (3.9) saturate

the upper bound on Lanczos coe�cients conjectured in [11]. This is the one of the key results

of our work. As the Lanczos coe�cients have an interpretation as velocities for operator

growth (2.13), we can infer that the channel (3.9) has the fastest spread of information

about the primary operator. This linear growth of Lanczos coe�cients manifests itself in the

exponential growth of the total Krylov complexity and we will see that in the next section.

Growth for single column diagrams

We now consider the type-2 elements (3.6) and specifically the transitions between descendants

of the kind |1Ni ! |1N+1
i; this corresponds to the integer partitions m1 = N,mj 6=1 = 0 and

m1 = N + 1,mj 6=1 = 0 respectively. The oscillator realization these states is proportional to

uN
1

and the Young diagrams corresponding to these have a single column

? ! ! ! ! ! ! · · · . (3.11)

The Lanczos elements corresponding to above transitions are, from (3.6)

b(2)
{N,0,0,··· }!{N+1,0,0,··· } = ↵(µ� i�)

p
2(N + 1)

N!1

⇡ ↵(µ� i�)
p

2N . (3.12)

Therefore, along the leftmost edge of the Young’s lattice we find N1/2 growth. In fact, this is

fastest possible growth for the type-2 coe�cients (3.6) – see fig. 3.2 (right, green curve). Note

that, if the conformal dimension of the primary is large, for intermediate descendant levels

(N ⇠ h) there is a competition between the above elements (3.12) and those from (3.10).
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Growth for “typical” states

The Lanczos coe�cients of this typical state are, from (3.5) and (3.6)

Type 1: b(1)
{mj}!{m1,m2,··· ,mn�1,mn+1+1,··· } ⇡


n(n+ 1)

q2n+1

(1� qn)(1� qn+1)

�1/2
, (3.17)

Type 2: b(2)
{mj}!{m1+1,m2,··· }

⇡ (µ� i�)


2q

1� q

�1/2
. (3.18)

Now, let’s focus on transition amplitudes with n ⌧ N , i.e. we are looking at specific transitions

of this type or specific terms of this kind in (3.4). We then make further approximations and

we get the following estimates

b(1)typ ⇡

p
6N

⇡
, b(2)typ ⇡ (µ� i�)

(6N)1/4
p
⇡

. (3.19)

Therefore, type-1 and 2 Lanczos coe�cients for typical states scale as N1/2 and N1/4

respectively.7 Interestingly, this square-root slow-down of Lanczos coe�cients along the

evolution is expected on various grounds (see e.g. [36]) and corresponds to the period of

sub-exponential or power-law growth of Krylov complexity. The
p
N growth is seen very

explicitly in our example and we can pin-down the typical operators responsible for this

mechanism. This is also one of our main findings.

3.2 Asymptotics of operator spreading

We have seen that spreading of the primary operator into the bath of descendants can be

very concretely represented using the Young’s lattice. The regime of late times, gets mapped

to high descendant levels or layers of large heights in the Young’s lattice. This brings us to

a natural question: what are the number of paths (or histories) to a high-level descendant?

This quantity should be completely determined by combinatorics and can potentially furnish

an estimate of which states are probable and which aren’t at late times. Furthermore, the

number of histories also crucially enters as an input in studies of operator growth for the

bounding norms of operators and their commutators, see e.g. [18, 20, 51].

From the perspective of the Young’s diagrams, the answer to this question is exactly the

number of allowed fillings of the Young diagram or, in more technical terms, the number

of possible standard Young tableaux of a specified shape. The entries within the boxes

of a standard Young tableau actually correspond to the sequence in which single boxes

can be added to ? to arrive at that specific shape of the Young diagram. Therefore, the

7Note that one has to be careful with the interpretation here: these are the Lanczos coe�cients for typical

states (in addition to the small n specification) and not the typical value for the Lanczos coe�cient. Typical

values for these coe�cients do not make sense in present context as the variance/spread is high.
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Slower than the initial linear growth (consistent with ETH)

Krylov complexity is the same as for the global (SL(2,R)) case (exponential 
growth) slowed down to polynomial for typical states and then is expected 
to saturate (for constant b, regime beyond CFT(?))


