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Neutrino telescope data is unique

● High rates, O(kHz) × O(10 years)

● Often sparse charge deposits

● Non-trivial geometry

● Geometrically heterogeneous, 
nested sub-detectors

● Similar detection method in all 
sub-detectors

● Very time-consuming for traditional 
optimisation-based reconstruction 
methods
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Common types of neural networks
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(Deep) Neural network — (D)NN
Occasionally: Multi-layer perceptron (MLP)

Structure

No inherent geometric structure

Example

Engineered, high-level event features

Recurrent neural network (RNN)

Structure

Sequential

Example

Time-series

Convolutional neural network (CNN)

Structure

Orthogonal data, translation invariance

Example

Images
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Unifying “zoo” of architectures

Graph neural network — GNN

Representation

Data xi on nodes a graph; nodes connected by edges aij 

Structure

Any that can be encoded through adjacency of nodes

Most neural network architectures can be seen as special 
cases of the GNN with added structure 
(Bronstein et al., 2021)
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Image adapted from:
Bronstein, Geometric foundations of deep learning (2021) 

D
Pulse, e.g.

Exchange of 
information

https://towardsdatascience.com/geometric-foundations-of-deep-learning-94cdd45b451d
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Plus:
✅ No need to “summarise” pulses to DOM-level

✅ No need for specialised kernels

✅ Ability to encode physics, material properties, 
etc. into structure, e.g.,

Challenge

⛰ Sparse charge deposits

⛰ Non-trivial geometry

⛰ Nested sub-detectors

Addressed

✅ Only ingest hit PMTs in each event

✅ No requirements on structure

✅ Information transfer among all nodes

Why GNNs are a natural choice in neutrino telescopes 
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… with the regular DL benefit:
✅ Fast inference
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Anatomy of a graph neural network
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✕ N

✕ M

Optional

Pulses →

→ Event-level
     prediction 
    (e.g., energy)

→ Node-level prediction 
    (e.g., noise label)

↪

↩

Physics goes here!
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The challenge with machine learning in physics
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Challenge

⛰ Developers may have little ML experience

⛰ Siloed development, often from scratch

Risk

❌ Brittle, suboptimal solutions

❌ Time spent on “boilerplate” instead of physics

from tensorflow.keras import *
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We’re working on very related problems
Similar detectors, data, physics processes, deployment setting, end-users, etc.
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Task Physics process Regime Detector

Particle ID
Energy reco.
Pointing reco.
Vertex position
Noise cleaning
Etc.

“Zoo” of use cases not solved holistically

Noise
μ
νe

νμ

vτ

BSM

Low-energy
High-energy

IceCube-86
DeepCore
Upgrade
Gen-2
Etc.

Choma et al.

DNN-reco

Low-E double-bang

✕ ✕ ✕
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Potential for new ways of working with ML in physics

Potential
● Address “zoo” of ML use cases holistically

● Using validated, best-practices code

● Efficient software/ML development 
workflows
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Outcome
● More time for physics

● Better, more reliable results

● Contributions of individual ML 
developers has a broader, lasting impact 
in the collaboration
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Proposition
A framework for developing GNN-based tools for neutrino telescopes (and beyond!)

One-stop-shop for model development to deployment:

● ML developers
○ Everything needed to build, train, and validate GNNs for physics

● Physics end-users
○ Can choose from a library of pre-trained models and apply them, e.g., as IceTray modules
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● Reusable GNN components for plug-and-play ML

● All components for end-to-end ML pipeline (data → prod.)

● Validated code, following best practices

● Applicable across all of IceCube + other experiments
graphnet-team/graphnet

graphnet-team

https://github.com/graphnet-team/graphnet
https://join.slack.com/t/graphnet-team/signup
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Factoring out ML from physics

14Stack:
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GraphNeT in a nutshell
Modularised, plug-and-play ML components for any use case.
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GraphNeT in a nutshell
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from graphnet import (
  EuclideanGraphBuilder as GraphBuilder,
  IceCubeUpgrade as Detector,
  DynEdge_V2 as GNN,
  EnergyReconstruction as Task,
)

# Go do physics!
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…ideally
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from graphnet import Model

model = Model.from_pretrained(
    "icecube-low-energy-neutrino-v2"
)

# Go do physics!
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Code quality
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How to start contributing



First public release (v1.0)
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[2209.03042]

https://arxiv.org/abs/2209.03042
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We aim to release GraphNeT v1.0 

during this week



Roadmap to v2.0



GraphNeT Overview

You can help decide!
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