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Neutrino telescopes are used to both characterize 
the neutrino itself and to provide a complementary 
view of astrophysical objects.

Partly or fully funded neutrino telescopes. IceCube is completed 
and the rest is under construction. https://pos.sissa.it/358/028

Neutrino Telescopes
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View of the Milky Way as seen from conventional telescopes (radio, optical, gamma rays) and neutrinos from IceCube Neutrino Observatory. Credit: IceCube Collaboration
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Left) Simulated neutrino event in the KM3NeT-ARCA detector. Credit: KM3NeT Collaboration Middle) Neutrino event in the Baikal-GVD. Credit: 
Baikal-GVD Collaboration. Right) Illustration of a neutrino interaction in the IceCube detector underneath the antarctic ice. Credit: IceCube 
Collaboration

KM3NeT-ARCA Baikal-GVD IceCube

Neutrino Telescopes
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Illustration of a neutrino interaction in the IceCube 
detector underneath the antarctic ice. Credit: IceCube 
Collaboration

Re-use models from one telescope to another

Facilitate cooperation between deep learning experts 
and physics domain experts

Phrased in a way that is accessible to the general 
deep learning community, so they may help us out!

Neutrino Telescopes



GraphNeT
 A Deep Learning Library for Neutrino Telescopes

● A framework for developing DL-based tools for neutrino telescopes

● One stop shop: from model development to deployment
○ Developers

■ Everything needed to build, train and validate models from scratch
○ Physics Domain Experts

■ Can choose from a library of pre-trained models and apply them
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graphnet-team/graphnet

https://github.com/icecube/graphnet
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Different data representations can 
be built in graphnet, making it 
compatible with the established 
deep learning paradigms like

CNNs, GNNs, RNNs, 
Transformers, etc.

graphnet.data
    code for reading, writing and processing data

Illustration of how fundamentally different data representations can be generated in 
GraphNeT 2.0, making the framework compatible with established deep learning 
paradigms.
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graphnet.data
    code for reading, writing and processing data

Stages of transforming a simulated neutrino event into a k-nn graph representation. 

Full Detector Active Sensors Graph

Different data representations can 
be built in graphnet, making it 
compatible with the established 
deep learning paradigms like

CNNs, GNNs, RNNs, 
Transformers, etc.
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StandardModel is a modularized 
model class where data 
representation, model architecture 
and physics task are 
interchangeable modules, allowing 
methods to be repurposed easily.

This class supports the vast majority 
of supervised learning tasks.

Model is a freeform model class with 
no rails, attended for niche methods 
and advanced users.

Left) StandardModel, a modularized DL model where components are 
interchangeable. Right) Freeform Model class with no rails.

graphnet.models
    code for building, configuring, training and saving models



10Example of defining a StandardModel in GraphNeT

graphnet.models
    code for building, configuring, training and saving models

Conceptual illustration of the code to the right
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The StandardModel provides a very 
simple training syntax, significantly 
lowering the technical threshold for 
training complex models, without 
compromising on functionality.

Example of training, predicting and saving

graphnet.models
    code for building, configuring and saving models
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Models in GraphNeT can be fully 
summarized using config files and 
their weights.

Example of re-instantiating a pre-trained model from configuration files.

graphnet.models
    code for building, configuring and saving models
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Models in GraphNeT can be fully 
summarized using config files and 
their weights.

Example of re-instantiating a pre-trained model from configuration files.

graphnet.models
    code for building, configuring and saving models
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On behalf of the IceCube Collaboration, Philipp Eller 
organized a Kaggle competition, where participants were 
tasked with producing algorithms that could accurately 
predict neutrino directions.

● 900 participants
● 11.200 submissions
● $50.000 prize pool

We provided them with a baseline to compare against 
using GraphNeT, along with technical material to 
introduce them to the library. Many participants used 
GraphNeT.

Several participants made contributions to GraphNeT.

Comparison plots between the 1st, 2nd and 3rd place solutions against 
the baseline provided from GraphNeT. 1st and 2nd place solution is 
today implemented in GraphNeT, available for use by the general 
community. https://doi.org/10.1140/epjc/s10052-024-12977-2
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Colab Notebook

Publications using GraphNeT

graphnet-team/graphnet Join Slack

https://colab.research.google.com/drive/1es7ssksgg7x3rrSHJ_qOlk1tIJfYwQw2?usp=sharing
https://github.com/graphnet-team/graphnet?tab=readme-ov-file#publications-using-graphnet
https://github.com/graphnet-team/graphnet
https://join.slack.com/t/graphnet-team/shared_invite/zt-2c48cx8jm-pSpi1sNIiX6tixrT3uOe1Q

