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The tragedy is that nobody 
understood what was great 
about the paper.  

To really explain what I find 
awesome about the work, I 
need to start with a detour.



To understand what’s great about the paper, 
we need to understand language models



So what is it that they do? 

The whole idea is to turn 
language into math
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… and the problem is that as context [grows] longer you run out of examples.

The language models are essentially a complex mathematical machinery for estimating those probabilities.



But if it’s all about estimating 
probabilities, why are these 
models so powerful?
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discussed in the following, we filter the dataset, focusing on the period 
2008–2016 and an age-limited subset of individuals.

The raw stream of temporal data has traditionally posed substantial 
methodological challenges, such as irregular sampling rates, sparsity, 
complex interactions between features, and a large number of dimen-
sions28. Classical methods for time-series analysis29,30 become cum-
bersome because they are challenging to scale, inflexible, and require 
considerable preprocessing. Transformer methods allow us to avoid 
hand-crafted features and instead encode the data in a way that exploits 
the similarity to language15,18. Further, transformers are well-suited for 
representing life-sequences due to their ability to compress contextual 
information13,31 and take into account temporal and positional informa-
tion18,32. We call our transformer architecture20,21,33–37 life2vec.

As we establish the life-sequences, each category of discrete 
features and discretized continuous features form a vocabulary, 
and in that sense we can create a kind of synthetic language. This  
vocabulary—along with an encoding of time—allows us to represent 
each life-event (including its detailed qualifying information) as a ‘sen-
tence’ composed of synthetic words, or ‘concept tokens’. We attach two 
temporal indicators to every event: One that specifies the individual’s 
age at the time of the event and one that captures absolute time (Fig. 1 
and Supplementary Fig. 1).

Thus, our synthetic language can capture information along the 
lines of ‘In September 2012, Francisco received twenty thousand Dan-
ish kroner as a guard at a castle in Elsinore’ or ‘During her third year at 
secondary boarding school, Hermione followed five elective classes’. 
Using this approach, we can form individual life-sequences that allow us 
to encode detailed information about events in individual lives without 
sacrificing the content and structure of the raw data.

Understanding relations between concepts
Just as large language models establish word embeddings that capture 
complex relationships between words20, pretraining life2vec (Training 
procedure section) establishes a shared concept space that contains 
everything from diagnoses via job types and place of residence to 
income levels. This concept space forms the foundation for the pre-
dictions we make using the life2vec model.

Before making predictions, we explore the concept space. This 
is important for two reasons. First, an understanding of the concept 
space will help us understand what enables the model to make accurate 

ordering is essential, and elements in the sequence can have meaning 
on many different levels. Importantly, due to the absence of large-scale 
data, transformer models have not been applied to multi-modal socio-
economic data outside industry.

Our dataset changes this. The scale of our dataset allows us to 
construct sequence-level representations of individual human life-
trajectories, which detail how each person moves through time. We 
can observe how individual lives evolve in a space of diverse event 
types (information about a heart attack is mixed with salary increases 
or information about moving from an urban to a rural area). The time 
resolution within each sequence and the total number of sequences 
are large enough that we can meaningfully apply transformer-based 
models to make predictions of life outcomes. This means that rep-
resentation learning can be applied to an entirely new domain to 
develop a new understanding of the evolution and predictability 
of human lives. Specifically, we adopt a BERT-like architecture20,21 
(BERT, bidirectional encoder representations from transformers) 
to predict two very different aspects of human lives: time of death 
and personality nuances (additional predictions are presented in 
Supplementary Table 7). To make these predictions, our model relies 
on a common embedding space for all events in the life-trajecto-
ries. Just as embedding spaces in language models can be studied 
to provide a novel understanding of human languages22,23, we study 
the concept of embedding space to reveal non-trivial relationships  
between life-events.

Results
Approach overview
We represent the progression of individual lives as ‘life-sequences’  
(Fig. 1). The life-sequences are constructed based on labor and health 
records from Danish national registers6,7, which contain highly detailed 
data for all approximately six million Danish citizens. Our ‘labor’ 
dataset24 includes records about income, such as salary, scholarship, 
job type25, industry26, social benefits and so on. The ‘health’ dataset6 
includes records about visits to healthcare professionals or hospi-
tals, accompanied by the diagnosis (hierarchically organized via the 
so-called ICD-10 system27), patient type and urgency. Life-sequences 
evolve over time and provide rich information about life-events with 
high temporal resolution. Our full dataset runs from 2008 to 2020 
and includes all individuals who live in Denmark, but, for the analyses 
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Fig. 1 | A schematic individual-level data representation for the life2vec 
model. a,b, We organize socio-economic and health data from the Danish 
national registers from 1 January 2008 to 31 December 2015 into a single 
chronologically ordered life-sequence (a). Each database entry becomes an event 
in the sequence, where an event has associated positional and contextual data. 
The contextual data include variables associated with the entry (for example, 
industry, city, income and job type). The positional data include the person’s 
age (expressed in full years) and absolute position (number of days since 1 

January 2008). The raw life-sequence is then passed to the model described in 
b. The model consists of multiple stacked encoders. The first encoder combines 
contextual and positional information to produce a contextual representation of 
each life-event. The following encoders output deep contextual representations 
of each life-event (considering the overall content of the life-sequence). 
The final encoder layer fuses the representations of life-events to produce 
the representation of a life-sequence. The decoder uses the latter to make 
predictions.

So what does the actual 
data look like?
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Two words about how 
training transformers work

Stage 1: Pretraining 
(1) a Masked Language Modeling (MLM) task that forces the 

model to use token representations and contextual 
information  

(2) a Sequence Ordering Prediction (SOP) task that focuses on 
the temporal coherence of the sequence  

Stage 2: Classification
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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Fig. 2 | Two-dimensional projection of the concept space (using PaCMAP). 
Each point corresponds to a concept token in the vocabulary (n = 2,043). Points 
are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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Fig. 2 | Two-dimensional projection of the concept space (using PaCMAP). 
Each point corresponds to a concept token in the vocabulary (n = 2,043). Points 
are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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Fig. 2 | Two-dimensional projection of the concept space (using PaCMAP). 
Each point corresponds to a concept token in the vocabulary (n = 2,043). Points 
are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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Fig. 2 | Two-dimensional projection of the concept space (using PaCMAP). 
Each point corresponds to a concept token in the vocabulary (n = 2,043). Points 
are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.



The life-event embedding 
space is a kind of “foundation 
model” for human lives.

Given training data, we can predict any outcome (more on this in a bit) 

No need for feature selection, just throw all of your information in there



The life-event embedding 
space is a kind of “foundation 
model” for human lives.
Traditional modeling 

f(variables that might play a role) = outcome of interest 

f(age, health information, sociodemographic measures) = death

And here we have to apply “feature engineering”



If we view the space as an 
interesting model of the world, 
we can study it and search for 
associations, discover biases, etc, 
etc.
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predictions. Second, the concept space contains information about the 
relationships between individual concepts, so, by exploring this space, 
we can learn about the world that has generated the life-sequences. 
In Fig. 2, the original 280-dimensional concepts are projected onto a 
two-dimensional manifold with the use of PaCMAP38, which preserves 
the local and global structures of the high-dimensional space.

In Fig. 2, each concept is colored according to its type. This color-
ing makes it clear that the overall structure is organized according to 
the key concepts of the synthetic language—health, job type, municipal-
ity and so on—but with interesting subdivisions, separating birth year, 
income, social status and other key demographic pieces of information. 
The structure of this space is highly robust and emerges reliably under 
a range of conditions (Robustness of the concept space section and 
Supplementary Tables 5 and 6).

Digging deeper than the global layout, we find that the model has 
learned intricate associations between nearby concepts. We investigate 

these local structures via neighbor analysis, which draws on the cosine 
distance between concepts in the original high-dimensional represen-
tations as a similarity measure. A key area to consider is the cluster 
formed by income (Fig. 2, dark blue points). What the model sees is 
100 concept tokens, each describing a level of income. Before training, 
it has no a priori idea of what each one means; each token is simply an 
arbitrary string of text among other strings. From the life-sequences, 
the model not only learns that income is different from other concepts 
(the dark blue points are isolated), but it also perfectly sorts the 100 
levels. The blue curve starts with the token corresponding to the first 
percentile salaries and organizes them up to the 100th. Thus, the con-
cepts most similar to the 59th percentile of income are the 58th and the 
60th. Similarly, for birth years (Fig. 2, light blue), the closest concepts 
to the birth year 1963 are 1962 and 1964, and so on.

The health-type cluster (Fig. 2, green points) has a compact local 
structure. Diagnoses belonging to the same ICD-1027 chapters cluster 
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Fig. 2 | Two-dimensional projection of the concept space (using PaCMAP). 
Each point corresponds to a concept token in the vocabulary (n = 2,043). Points 
are colored based on the concept types (infrequent types are represented as 
black points). Each region provides a zoom of a part of the concept space. The 
top three closest neighbors for selected tokens (based on the cosine distance) are 
also displayed. a, Diagnoses related to pregnancy, childbirth and the puerperium 

in ICD-1027. b, Job concepts related to service and sales workers (corresponds 
to job category 5 of ISCO-0825). c, Injury-related diagnoses in ICD-1027. d, Job 
concepts related to technicians and associate professionals (corresponds to job 
category 3 of ISCO-0825). e, Income-related concepts. life2vec arranges these 
concepts in increasing ordinal order. f, Concepts related to the manufacturing 
industry in DB0726.

Connecting back to 
word-embeddings



Two words about how 
training transformers work

Stage 1: Pretraining 
(1) a Masked Language Modeling (MLM) task that forces the 

model to use token representations and contextual 
information  

(2) a Sequence Ordering Prediction (SOP) task that focuses on 
the temporal coherence of the sequence  

Stage 2: Classification (or some other task)



We can make good predictions



And this is the part that caused all the 
trouble
We had built a model that can 
predict anything 

But you have to choose something 

So we agreed that an exciting 
outcome would be “early mortality”

(And that was simply much of a 
combustible cocktail)



We can make good predictions 
We wanted an “interesting” target, so we consider a 
cohort of 30-55 year olds. And predict death across a 
long period of time 

We have data from 2008-2020, but train the model only 
on 2008-2016 

We then predict if someone dies in the period 2016-2020. 

We train on part of this group and then predict death (yes/
no) for a balanced group.



We can make good predictions
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direction. We see that directions of possessing a managerial position or 
having a high income nudge the model towards the ‘survive’ decisions  
(Fig. 4h), while being male, a skilled worker, or having a mental diagno-
sis has the opposite effect (Fig. 4i). Note that, although the bar charts 
in Fig. 4h,i are almost mirrors, they are created based on different 
datasets, validating robustness.

To further confirm the validity of the sensitivity scores, we per-
formed extensive significance testing (Interpretability of the early 
mortality predictions section). Our final approach to understanding 
the person-summaries is via inspection of the model’s attention to 
individual sequences47,48—this confirms the findings discussed above 
(Supplementary Information section 5).

life2vec as a foundation model
The power of life2vec is that it is a ‘foundation model’49 in the sense that 
the concept space can serve as a foundation for many different predic-
tions, similar to the role played by word embeddings in large language 
models. In this section, we discuss aspects of how life2vec generalizes.

Death as a prediction target is well-defined and eminently meas-
urable. To showcase the versatility of life2vec, we now predict per-
sonality, an outcome at the other end of the measurement spectrum, 
something that is internal to an individual and typically measured via 
questionnaires. In spite of the difficulty in measurement, personality 
is an important feature, related to people’s thoughts, feelings and 
behavior, that shapes life outcomes50.

Specifically, we predict all ten ‘personality nuances’ in the extra-
version dimension. Nuances are actual responses on a 1–5 scale from 
‘strongly disagree’ to ‘strongly agree’ to specific personality question-
naire items. We focus on individual nuances rather than aggregated per-
sonality-scores that average multiple questionnaire items. This choice 
is motivated by recent literature within personality psychology that 
emphasizes how nuances associate more strongly with life outcomes 
than aggregate measures51. We focus on extraversion, because the 

corresponding personality nuances are part of virtually all comprehen-
sive models of the basic personality structure that have emerged over 
the last century, including the Big Five52 and HEXACO53 frameworks.

For prediction targets, we draw on data collected for a large and 
largely representative group of individuals in ‘The Danish Personality 
and Social Behavior Panel’ (POSAP) study54 (Dataset section), and we 
make predictions for individuals in the age range 25–70 years and for 
the time period from 2008 to 2016. We predict all ten extraversion 
nuances.

Figure 5 shows that applying life2vec to life-sequences not only 
allows us to predict early mortality, but it is versatile enough to also 
capture personality nuances (Task-specific finetuning section). life2vec 
produces better scores than the RNN for most items, but the difference 
is only statistically significant on questionnaire items 3, 6, 8 and 9  
(Fig. 5 provides the item wording). For item 7, the RNN does significantly 
better than random, whereas life2vec does not.

We illustrated the versatility of life2vec further by means of addi-
tional prediction tasks (Supplementary Table 7).

Note that we do not a priori expect life2vec to perform better 
than RNNs. Both models are trained on the same data representation, 
and what makes life2vec a more exciting model is not just the predic-
tive power, but that its concept space is entirely general and thus an 
interesting object to analyze in its own right. In contrast, RNNs are 
task-specific, and their embedding spaces are only organized with 
respect to a single outcome.

The reason life2vec performs better than the RNN is likely because 
the self-attention mechanism allows individual tokens to interact 
across the entire sequence, capturing nuanced long-term effects13. 
This means that the more general model is able to form a superior 
representation of the complex and high-dimensional data.

Our current benchmarks compare life2vec to other models applied 
to the same dataset. However, this comparison does not illuminate the 
role of the multifaceted dataset itself in making accurate predictions. 
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Fig. 3 | Performance of models on the mortality prediction task quantified 
with the mean C-MCC with 95% confidence interval. a, Comparison of life2vec 
performance to baselines (n = 100,000). b–d, Performance of life2vec on 
different cohorts of the population: performance of life2vec per sequence length 

(b), performance of life2vec based on the number of health events in a sequence 
(c) and performance of life2vec per intersectional group (based on age group and 
sex) (d). F, female; M, male.
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direction. We see that directions of possessing a managerial position or 
having a high income nudge the model towards the ‘survive’ decisions  
(Fig. 4h), while being male, a skilled worker, or having a mental diagno-
sis has the opposite effect (Fig. 4i). Note that, although the bar charts 
in Fig. 4h,i are almost mirrors, they are created based on different 
datasets, validating robustness.

To further confirm the validity of the sensitivity scores, we per-
formed extensive significance testing (Interpretability of the early 
mortality predictions section). Our final approach to understanding 
the person-summaries is via inspection of the model’s attention to 
individual sequences47,48—this confirms the findings discussed above 
(Supplementary Information section 5).

life2vec as a foundation model
The power of life2vec is that it is a ‘foundation model’49 in the sense that 
the concept space can serve as a foundation for many different predic-
tions, similar to the role played by word embeddings in large language 
models. In this section, we discuss aspects of how life2vec generalizes.

Death as a prediction target is well-defined and eminently meas-
urable. To showcase the versatility of life2vec, we now predict per-
sonality, an outcome at the other end of the measurement spectrum, 
something that is internal to an individual and typically measured via 
questionnaires. In spite of the difficulty in measurement, personality 
is an important feature, related to people’s thoughts, feelings and 
behavior, that shapes life outcomes50.

Specifically, we predict all ten ‘personality nuances’ in the extra-
version dimension. Nuances are actual responses on a 1–5 scale from 
‘strongly disagree’ to ‘strongly agree’ to specific personality question-
naire items. We focus on individual nuances rather than aggregated per-
sonality-scores that average multiple questionnaire items. This choice 
is motivated by recent literature within personality psychology that 
emphasizes how nuances associate more strongly with life outcomes 
than aggregate measures51. We focus on extraversion, because the 

corresponding personality nuances are part of virtually all comprehen-
sive models of the basic personality structure that have emerged over 
the last century, including the Big Five52 and HEXACO53 frameworks.

For prediction targets, we draw on data collected for a large and 
largely representative group of individuals in ‘The Danish Personality 
and Social Behavior Panel’ (POSAP) study54 (Dataset section), and we 
make predictions for individuals in the age range 25–70 years and for 
the time period from 2008 to 2016. We predict all ten extraversion 
nuances.

Figure 5 shows that applying life2vec to life-sequences not only 
allows us to predict early mortality, but it is versatile enough to also 
capture personality nuances (Task-specific finetuning section). life2vec 
produces better scores than the RNN for most items, but the difference 
is only statistically significant on questionnaire items 3, 6, 8 and 9  
(Fig. 5 provides the item wording). For item 7, the RNN does significantly 
better than random, whereas life2vec does not.

We illustrated the versatility of life2vec further by means of addi-
tional prediction tasks (Supplementary Table 7).

Note that we do not a priori expect life2vec to perform better 
than RNNs. Both models are trained on the same data representation, 
and what makes life2vec a more exciting model is not just the predic-
tive power, but that its concept space is entirely general and thus an 
interesting object to analyze in its own right. In contrast, RNNs are 
task-specific, and their embedding spaces are only organized with 
respect to a single outcome.

The reason life2vec performs better than the RNN is likely because 
the self-attention mechanism allows individual tokens to interact 
across the entire sequence, capturing nuanced long-term effects13. 
This means that the more general model is able to form a superior 
representation of the complex and high-dimensional data.

Our current benchmarks compare life2vec to other models applied 
to the same dataset. However, this comparison does not illuminate the 
role of the multifaceted dataset itself in making accurate predictions. 
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different cohorts of the population: performance of life2vec per sequence length 
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).
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Fig. 4 | Representation of life-sequences conditioned on mortality 
predictions. a–g, Two-dimensional projection of 280-dimensional life 
representations using the DensMap method46. The full projection in d is colored 
based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.

Mean scores

Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).
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Fig. 4 | Representation of life-sequences conditioned on mortality 
predictions. a–g, Two-dimensional projection of 280-dimensional life 
representations using the DensMap method46. The full projection in d is colored 
based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.
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Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).
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predictions. a–g, Two-dimensional projection of 280-dimensional life 
representations using the DensMap method46. The full projection in d is colored 
based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.

Mean scores

Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).
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predictions. a–g, Two-dimensional projection of 280-dimensional life 
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based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.
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Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).

a

b

c

d e

f

g

h

i

Male
Female

0 1
Predicted probability

Region 1

Region 2

Sex

Age

True labels

Re
gi

on
 1

Male
Female

Sex

Age

True labels

Region 2

True deceased

Unlabeled
True alive

35

64

True deceased

Unlabeled
True alive

35

64

True deceased
High-confidence predictions
Low-confidence predictions

Mental & behavior
diagnosis

Infectious & parasitic
diagnosis

High income

Managerial position

Skilled workers

Machine operators

Median score (random)
Median score (concept)

Male

No contribution region

Uncertainty of the random score
Bivariate midvariance (uncertainty)

TCAV score
0 0.2 0.4 0.6 0.8 1.0

Concept sensitivity (alive)

Concept sensitivity (deceased)

Person embedding space
(projected with PaCMAP)

TCAV score
0 0.2 0.4 0.6 0.8 1.0

Mental & behavior
diagnosis

Infectious & parasitic
diagnosis

High income

Managerial position

Skilled workers

Machine operators

Male

Fig. 4 | Representation of life-sequences conditioned on mortality 
predictions. a–g, Two-dimensional projection of 280-dimensional life 
representations using the DensMap method46. The full projection in d is colored 
based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.
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Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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life-event, the second life-event exchanges tokens with the second-
to-last event, and so on. In the other half, we randomly pick pairs of 
life-events to exchange the concept tokens.

The SOP decoder pulls the contextual representation of the [CLS] 
token from the last encoder layer and passes it through two feed-for-
ward layers to make a final prediction:

SOP(x) = ScaleNorm

[

swish(xW

1

+ b

1

)

]

W

2

+ b

2

(6)

Task-specific finetuning
In this step, life2vec learns person-summaries conditional on the clas-
sification task; the model identifies and compresses patterns that 
maximize the certainty around a given downstream task68. To do so, 
we initialize the model with the parameters from the pretraining stage, 
assign a new task, and initialize a new decoder block (plus, remove MLM 
and SOP decoders).

We use pretrained life2vec in two settings: ‘early mortality predic-
tion’ and ‘personality nuances prediction task’. In both cases, life2vec 
pools the contextualized representation of each token in the sequence 
(that is, the output of the last encoder layer) and uses a weighted aver-
age of these to generate person-summaries. These summaries are later 
used to make predictions (Supplementary Fig. 2).

The weights of the encoder blocks are updated during the finetun-
ing. However, deeper encoders have a lower learning rate to avoid 
‘catastrophic forgetting’69. We also freeze the parameters of ℰ

𝒱𝒱

, except 
for the parameters associated with the [CLS], [SEP] and [UNK] tokens.

Early mortality prediction. Early mortality prediction is a binary classi-
fication task. The goal is to infer the mortality likelihood within the next 
four years after 1 January 2016 (that is, labels are ‘alive’ and ‘deceased’).

Optimization details. The crucial aspect of the mortality pre-
diction is the loss function. The data we use (Dataset section) include 
people who might have left the country or disappeared before the 
end of 2020. Hence, we have a handful of right-censored outcomes. 
Using a cross-entropy loss would bias the predictions as we do not 
know the true outcome of all the sequences. Thus, we view the task as 
a positive-unlabeled learning41 problem. We assume that all negative 
samples and samples with missing labels make up the unlabeled set, 
while all positive samples make a positive-labeled set (Supplementary 
sections 2 and 3).

Optimization metric. In the PU-Learning setting, we use the area-
under-the-lift (AUL) to determine the end of finetuning as suggested in 
ref. 40. AUL can be interpreted as the ‘probability of correctly ranking 
a random positive sample versus a random negative sample’70.

Evaluation metric. We cannot use standard metrics to evaluate 
the model without introducing a bias43, instead we apply the C-MCC 
(see ref. 43 for details) and use bootstrapping to estimate the 95% 
confidence intervals for C-MCC. We also provide values for AUL, cor-
rected balanced accuracy score and corrected F1-score (Supplementary 
Table 3).

Baseline models. We use six baseline models, including majority 
class prediction, random guess, mortality tables, logistic regression, 
feed-forward neural network and RNN39,71 to compare the performance 
of the early mortality task. For several models, we perform a hyperpa-
rameter optimization similar to the one we have done for the life2vec 
model (Supplementary Tables 9 and 10).

•	 Logistic regression is a generalized linear regression model. We 
optimize it using asymmetrical cross-entropy loss41 with the 
ridge penalty and stochastic gradient descent. As an input to the 
model, we use a counts vector, that is, the number of times each 
token appears in a sequence over a one-year interval.

•	 Life tables is a logistic regression model that uses only age and 
sex as covariates.

•	 A feed-forward network uses the above-mentioned counts 
vector and has multiple feed-forward layers stacked over 
each other. It has a similar optimization setting as a logistic 
regression.

•	 An RNN model uses the same input as the life2vec model and 
same optimization settings. The RNN model outputs the contex-
tual representation of each token, which we then pass through a 
decoder network (identical to the one in life2vec).

Personality nuances prediction task. The personality nuances predic-
tion task is an ordinal classification task where labels correspond to the 
five levels of agreement with a particular item/statement. We predict 
the response to ten different items corresponding to the extraversion 
facet (Fig. 5):

 1. I feel that I am an unpopular person,
 2. I feel reasonably satisfied with myself overall,
 3. I sometimes feel that I am a worthless person,
 4. When I’m in a group of people, I’m often the one who speaks on 

behalf of the group,
 5. In social situations, I’m usually the one who makes the first move,
 6. I rarely express my opinions in group meetings,
 7. The first thing that I always do in a new place is to make friends,
 8. I prefer jobs that involve active social interaction to those that 

involve working alone,
 9. Most people are more upbeat and dynamic than I generally am,
 10. On most days, I feel cheerful and optimistic.

Questions 1–3 correspond to social self-esteem, 4–6 to social bold-
ness (feeling comfortable in diverse social settings), 7–8 to sociability, 
or enjoyment of social interactions, and, finally, 9–10 evaluates liveli-
ness (which includes enthusiasm and overall energy)72.

Predicting agreement levels poses two technical issues. First, 
responses are unevenly distributed across possible answers, with 
a majority choosing non-extreme answers, and second, the level of 
agreement has an ordinal nature.

We therefore slightly modify the training procedure. To prevent 
overfitting to the majority class, we use instance difficulty-based re-
sampling73—samples that are hard to predict would be subsampled 
more frequently (Supplementary Information section 3). To account 
for the ordinal and imbalanced nature of the data, we combine three 
loss functions74—class distance weighted cross-entropy75, focal 
loss76 with label smoothing penalty77 (Supplementary Information  
section 2), and use a modified softmax function37 and loss weighting78.

For an optimization and evaluation metric We use Cohens’s quad-
ratic kappa (CQK) score to terminate the finetuning and evaluate the 
final performance75.

Baseline models include a random guess that draws predictions 
from the uniform distribution (Supplementary Fig. 11), a random guess 
that draws predictions from the distribution of targets (that is, by per-
muting the actual targets) and the RNN model. Both life2vec and RNN 
use the same decoder architecture (Supplementary Fig. 2).

Interpretability and robustness
Here, we provide an overview of methods to interpret early mortality 
predictions as well as to evaluate the robustness of the concept space.

Interpretability of the early mortality predictions. Local interpreta-
tions. To provide the local interpretability, we use the gradient-based 
saliency score with L2-normalization47,48. The saliency score highlights 
the sensitivity of the output with respect to each input token; that is, the 
higher the sensitivity score, the more the output changes if we change 
the token representation (Supplementary Information section 5).

Global interpretations. Gradient-based saliency is unreliable 
when it comes to the global sensitivity of a model towards certain con-
cepts. The person-summaries (provided by life2vec) form a complex 
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To understand the role of the various aspects of the data, we evaluated 
the performance of life2vec on four data variations to determine the 
contribution of various aspects of the data (Supplementary Table 4). 
Specifically, we consider full labor, partial labor (a subset of labor that 
removes information related to the employer), partial labor and health 
(including all the health data) and full labor and health, and we keep 
the cohort constant across all predictions to understand the effect of 
changing the underlying data.

This analysis confirms that our performance really does depend 
on having all of the data. Performance continues to improve as we add 
new data. The predictive power arises not from one single factor, but 
from a combination of all of the facets of data we include. For example, 
it is interesting to see that using the full labor data makes a large differ-
ence, both with and without the health data.

The data used in this Article are unique to Denmark, so it is inter-
esting to consider how well the embedding spaces might reflect other 
populations. Just as in the case of large language models it is possible 
to use transfer learning or start from pretrained embeddings, could we 
use the life2vec embedding spaces for other populations? We cannot 
answer this question definitively, but note that in economic and socio-
logical work on labor markets, a large body of literature has examined 
the work trajectories of individuals across Europe. This literature shows 
that the experiences generalize between contexts55,56. Similar general 
socio-economic positions and health patterns are also shared among 
a diverse set of countries57,58. These results suggest, therefore, that 
life2vec could be relevant in the context of other European countries 
and perhaps beyond (Ethics and broader impacts section).

Discussion
Our dataset is vast in size and covers every single person in a small 
nation. That said, there are still limitations. For now, we can only look 
at data across an eight-year period and for a subset of users aged 
25–70 years (and 35–65 years for early mortality prediction) (Dataset 
section). Furthermore, although every person in Denmark appears in 
the registries, there may be sociodemographic biases in the sampling. 
For example, if someone does not have a salary—or chooses not to 
engage with the healthcare systems—we do not have access to their 
data (Ethics and broader impacts section).
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Fig. 4 | Representation of life-sequences conditioned on mortality 
predictions. a–g, Two-dimensional projection of 280-dimensional life 
representations using the DensMap method46. The full projection in d is colored 
based on the estimated probability of mortality. Red points stand for the true 
deceased targets. Points with a smaller radius are uncertain predictions.  
a–c and e–g show zoomed-in regions with additional aspects associated with 
the life-sequence. Region 1 contains points with a low probability of mortality 

(a–c), and region 2 contains points with a high probability (e–g). h,i, Bar plots of 
the concept sensitivity of life2vec with respect to the ‘alive’ prediction (h) and 
with respect to the ‘deceased’ prediction (i). Blue dashed lines show the median 
score for random concept directions. The dotted blue lines specify the bivariate 
midvariance (uncertainty) of the scores associated with the random concept 
direction (n = 10,000). The light blue area specifies the region without significant 
contribution towards the particular prediction.
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Fig. 5 | Performance evaluation for the personality nuances task. Cohen’s 
quadratic kappa score, κ, for each of the ten extraversion questionnaire items 
(n = 1,417). The bars represent κ for life2vec (green), RNN (purple) and a random 
guess that draws predictions from the actual distribution of targets (gray). The 
error bars and whiskers correspond to ±1 s.e. of κ. The dashed line corresponds  
to κ = 0. The question wordings are provided in the Personality nuances 
prediction task section.
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