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Plan for lectures

• Heavy ion collisions: main results, 
hydrodynamics description

• Finite temperature field theory (Schwinger-
Keldysh)

• Spectral functions, properties and scales of 
weakly coupled plasmas

• Energy loss in a plasma and hard probes
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• I’ll be talking about something relatively cold

T~400÷500MeV (LHC) (~5 trillions K)

2 A. DAINESE , FOR THE ALICE COLLABORATION

Fig. 1. – Left: tracks reconstructed in the ALICE Time Projection Chamber and Inner Tracking
System in one of the first Pb–Pb collisions recorded by the detector. Right: distribution of the
summed amplitudes in the VZERO scintillator tiles (histogram); inset shows the low amplitude
part of the distribution; the curve shows the result of the Glauber model fit to the measurement.
the vertical lines separate the centrality classes used in the analysis [6].

history of heavy-ion Physics and, as such, it opens new exciting scenarios for the study
of high-density QCD matter. During the Pb–Pb run and shortly after it, the first results
on the characterization of this state of matter were obtained [5, 7, 6, 8, 9]. These results
are summarized in the present report.

In section 2, the ALICE experimental setup is briefly described, with emphasis on
the detectors that were used for the results presented here, along with the data collection
and collision centrality determination. The most fundamental measurement that char-
acterizes the inclusive particle production is reported in section 3: the charged particle
multiplicity density [5] and its dependence on the collision centrality [6]. This measure-
ments provides information on the energy density of the system and, via comparison
with models, on the gluon dynamics in the high-energy colliding nuclei. In section 4 the
elliptic flow measurement is described, compared to lower-energy data, and related to the
hydro-dynamical properties of the produced system [7]. In section 5 the measurement of
the Bose-Einstein two-pion correlation, that allows to characterize the spatial extension
of the particle emitting source, is described [8]. The study of the suppression of the
charged particle production at large momentum, via the so-called nuclear modification
factor, is presented in section 6. Finally, in section 7, an outlook is given on the ongoing
analyses, which will provide further insight on the QCD medium properties.

2. – ALICE detector, Pb–Pb data sample, and collision-centrality determination

The ALICE apparatus is described in [1]. It consists of two main parts: a central
detector, placed inside a solenoidal magnet providing a field of up to 0.5 T, where charged
and neutral particles are reconstructed and identified in the pseudorapidity range |⌘| <
0.9, and a forward muon spectrometer covering the range �4 < ⌘ < �2.5. The apparatus
is completed by a set of smaller detectors in the forward areas, for triggering, charged
particle and photon counting, and event classification.

The main results presented in this report were obtained using the following ALICE de-
tectors: the VZERO scintillators, the Inner Tracking System (ITS), the Time Projection
Chamber (TPC).
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(ultrarelativistic) Heavy 
ion collisions

• Modern history:
-RHIC (Brookhaven),  Au+Au @√sNN=200 GeV
-LHC, Pb+Pb @ √sNN=2.76 TeV

• Main goal is to study QCD, the theory of the 
strong interactions, around and above the 
deconfinement transition

• First energies at which there is evidence for a 
new deconfined phase of matter
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• Integrated luminosity ~160 μb-1 
(Atlas&CMS 2011, Alice is a bit lower)

• Total Pb-Pb cross-section σ~7÷8 b

• Multiplicity is extremely well correlated 
with impact parameter

dNch/dy ~1000 (RHIC)
           ~1600 (LHC)

for 5% most central 
at midrapidity

refer to them as differential flow. The integrated flow is
defined as an average evaluated with d2N=dptdy used as a
weight. The first coefficient, v1, is called directed flow, and
the second coefficient, v2, is called elliptic flow.

We report the first measurement of elliptic flow of
charged particles in Pb-Pb collisions at the center of
mass energy per nucleon pair

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, with
the ALICE detector [26–28]. The data were recorded in
November 2010 during the first run with heavy ions at the
LHC.

For this analysis the ALICE inner tracking system (ITS)
and the time projection chamber (TPC) were used to
reconstruct the charged particle tracks. The VZERO coun-
ters and the silicon pixel detector (SPD) were used for the
trigger. The VZERO counters are two scintillator arrays
providing both amplitude and timing information, covering
the pseudorapidity range 2:8< !< 5:1 (VZERO-A) and
"3:7< !< "1:7 (VZERO-C). The VZERO time resolu-
tion is better than 1 ns. The SPD is the innermost part of the
ITS, consisting of two cylindrical layers of hybrid silicon
pixel assemblies covering the range of j!j< 2:0 and j!j<
1:4 for the inner and outer layer, respectively. The
minimum-bias interaction trigger required at least two
out of the following three conditions [29]: (i) two pixel
chips hit in the outer layer of the silicon pixel detectors,
(ii) a signal in VZERO-A, (iii) a signal in VZERO-C. The
bunch intensity was typically 107 Pb ions per bunch and
each beam had 4 colliding bunches. The estimated lumi-
nosity was 5# 1023 cm"2 s"1, producing collisions with a
minimum-bias trigger at a rate of 50 Hz including about
4 Hz nuclear interactions, 45 Hz electromagnetic pro-
cesses, and 1 Hz beam background.

A removal of background events was carried out off-line
using the VZERO timing information and the requirement
of two tracks in the central detector. A study based on
Glauber model fits to the multiplicity distribution (see also
[29]) in the region corresponding to 80% of the most
central collisions, where the vertex reconstruction is fully
efficient, allows for the determination of the cross section
percentile. Only events with a vertex found in jzj< 10 cm
were used in this analysis to ensure a uniform acceptance
in the central pseudorapidity region j!j< 0:8. An event
sample of 45# 103 Pb-Pb collisions passed the selection
criteria and was used in this analysis. The data are analyzed
in centrality classes determined by cuts on the uncorrected
charged particle multiplicity, in pseudorapidity acceptance
j!j< 0:8. Figure 1 shows the uncorrected charged particle
multiplicity in the TPC for these events and indicates the
nine centrality bins used in the analysis.

To select charged particles with high efficiency and to
minimize the contribution from photon conversions and
secondary charged particles produced in the detector ma-
terial, the following track requirements were applied for
tracks measured with the ITS and TPC. The tracks are
required to have at least 70 reconstructed space points out

of the maximum 159 in the TPC and a h"2i per TPC cluster
$ 4 (with 2 degrees of freedom per cluster). Additionally,
at least two of the six ITS layers must have a hit associated
with the track. Tracks are rejected if their distance of
closest approach to the primary vertex is larger than
0.3 cm in the transverse plane and 0.3 cm in the longitudi-
nal direction. For the selected tracks the reconstruction
efficiency and remaining contamination are estimated by
Monte Carlo simulations of HIJING [30] and THERMINATOR

[31,32] events using a GEANT3 [33] detector simulation and
event reconstruction. The reconstruction efficiency for
tracks with 0:2< pt < 1:0 GeV=c increases from 60% to
70% after which it stays constant at ð70& 5Þ%. The con-
tamination from secondary interactions and photon con-
versions is less than 5% for pt ¼ 0:2 GeV=c and less than
1% for pt > 1 GeV=c. Both the efficiency and contamina-
tion as a function of transverse momentum do not change
significantly as a function of multiplicity and are therefore
the same for all centrality classes.
An alternative analysis was performed with tracks re-

constructed using only the TPC information. For these
tracks the same selections were applied except for the
requirement of hits in the ITS and allowing for a larger
closest distance to the primary vertex, smaller than 3.0 cm
in the transverse plane and 3.0 cm in the longitudinal
direction. The reconstruction efficiency for these tracks
with 0:2< pt < 1:0 GeV=c increases from 70% to 80%
after which it stays constant at ð80& 5Þ%. The contami-
nation is less than 6% at pt ¼ 0:2 GeV=c and drops below
1% at pt > 1 GeV=c. For this track selection the efficiency
and contamination as a function of transverse momentum
also do not depend significantly on the track density and
are therefore the same for all centrality classes. The rela-
tive momentum resolution for tracks used in this analysis
was better than 5%, both for the combined ITS-TPC and
TPC stand-alone tracks. The results obtained from the

Multiplicity
0 500 1000 1500 2000 2500 3000

-510

-410

-310

-210
0 

- 5
%

5%
 - 

10
%

10
%

 - 
20

%

20
%

 - 
30

%

30
%

 - 
40

%

40
%

 - 
50

%
50

%
 - 

60
%P

ro
ba

bi
lit

y

FIG. 1. The uncorrected multiplicity distribution of charged
particles in the TPC (j!j< 0:8). The centrality bins used in the
analysis are shown and the cumulative fraction of the total events
is indicated in percent. The bins 60%–70% and 70%–80% are
not labeled.
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Stages of a heavy ion 
collision

~10fm/100  (RHIC, @ √sNN=200GeV)

1. Lorentz-contracted ‘pancakes’ hit each other
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1.  A high density but out-of-equilibrium state is 
created; it expands longitudinally (τ~0-0.5÷1fm/c)

2. Rescattering becomes important: from here one 
assumes local thermodynamic equilibrium.

3. T drops below Tc~170MeV (τ~10fm/c): hadron gas. 

   The system expands and cools hydrodynamically

4. Kinetic freeze-out (τ~20fm/c): hadrons stream to the 
detector

Around that time, chemical freeze-out occurs.

7
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Space-time diagram

8

Many stages/transitions seem prohibitively difficult to 
describe; fortunately, many of the details do not 
matter too much!

pre-thermal state

quark-gluon state

hadron gas

free streaming
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• What’s the signature of rescattering?

February 5, 2008 7:22 WSPC/Trim Size: 9in x 6in for Review Volume qgp3

Hydrodynamic description of ultrarelativistic heavy-ion collisions 25

3.2. Anisotropic flow in non-central collisions

In Section 2.4 we have already addressed some of the great opportunities
offered by non-central collisions. The most important ones are related to the
broken azimuthal symmetry, introduced through the spatial deformation of
the nuclear overlap zone at non-zero impact parameter (see Figure 3). If the
system evolves hydrodynamically, driven by its internal pressure gradients,
it will expand more strongly in its short direction (i.e. into the direction
of the impact parameter) than perpendicular to the reaction plane where
the pressure gradient is smaller.70 This is shown in Figure 8 where con-
tours of constant energy density are plotted at times 2, 4, 6 and 8 fm/c
after thermalization. The figure illustrates qualitatively that, as the system
evolves, it becomes less and less deformed. In addition, some interesting
fine structure develops at later times: After about 6 fm/c the energy den-
sity distribution along the x-axis becomes non-monotonous, forming two
fragments of a shell that enclose a little ’nut’ in the center.71 Unfortun-
mately, when plotting a cross section of the profiles shown in Figure 8 one
realizes that this effect is rather subtle, and it was also found to be fragile,
showing a strong sensitivity to details of the initial density profile.4

Fig. 8. Contours of constant energy density in the transverse plane at different times
(2, 4, 6 and 8 fm/c after equilibration) for a Au+Au collision at

√
sNN = 130 GeV

and impact parameter b = 7 fm.4,72 Contours indicate 5, 15, . . . , 95 % of the maximum
energy density. Additionally, the black solid, dashed and dashed-dotted lines indicate the
transition to the mixed-phase, to the resonance gas phase and to the decoupled stage,
where applicable.

A more quantitative characterization of the contour plots in Figure 8
and their evolution with time is provided by defining the spatial eccentricity

εx(τ) =

〈

y2 − x2
〉

〈y2 + x2〉
, (21)

where the brackets indicate an average over the transverse plane with

(picture from U. Heinz’s
excellent review, 0901.4355)

Rescattering converts density gradients into acceleration

(‘fluid-like’ behavior)
9
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• Radial acceleration per se is not observable

• However, initial conditions can be anisotropic

• Beginning: spacetime anisotropy, mom. isotropy

• Final state: momentum space anisotropy

January 28, 2009 19:39 Trim Size: 9in x 6in for Review Volume hydro-review

14

physics with better resolution and higher initial energy densities [100], but this requires careful event
selection [96].
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Fig. 2. Left: Density of binary collisions in the transverse plane for a Au+Au collision with impact parameter b = 7 fm.
Shown are contours of constant density together with the projection of the initial nuclei (dashed lines). Right: Spatial
eccentricity ε as a function of the impact parameter [57], calculated with Eq. (43) using the initial energy density as
weight function, for four different models as described in the text.

The left panel of Fig. 2 shows the distribution of binary collisions in the transverse plane for
Au+Au collisions at impact parameter b = 7 fm. Shown are lines of constant density at 5, 15,
25, . . . % of the maximum value. The dashed lines indicate the Woods-Saxon circumferences of the
two colliding nuclei, displaced by ±b/2 from the origin. The clearly visible geometric deformation of
the overlap region can be quantified by the spatial eccentricity

εx(b) =

〈

y2 − x2
〉

〈y2 + x2〉
, (43)

where the average is to be taken with the energy density as weight function [35]. The initial energy
density is obtained from the initial entropy density through the equation of state (EOS, see Sec. 4).
The right panel of Fig. 2 shows the initial spatial eccentricity for three models where the initial
entropy density is taken proportional to the density of wounded nucleons (npart, green dotted line),
of binary nucleon-nucleon collisions (nbinary, black dash-dotted line), and of a superposition of these
two with 85% weight for the “soft” component (BGK, blue dashed line). These are compared with
a fourth model (solid red line) that uses directly the initial energy density (39) of gluons from the
KNL model. One sees that, at any given impact parameter, the KLN model (“CGC”) predicts almost
50% larger spatial eccentricities than the standard Glauber initialization (“BGK”) [57]. A recently
improved version of the model called fKLN [79, 81] produces somewhat smaller eccentricities but
even those exceed the Glauber model values by 25–30%.

3.2. Decoupling and freeze-out

3.2.1. Two-stage decoupling

As explained in Sec. 3, the hydrodynamic description begins to break down again once the transverse
expansion becomes so rapid and the matter density so dilute that local thermal equilibrium can no

(again from U.Heinz’s 
review)
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dimanche 6 janvier 13



Hydrodynamics, I

• Hydrodynamics used to be the ‘dynamics of water’

• In modern usage, it refers to the effective theory of 
[any] medium, on distances larger than a mean free 
path

• By definition, this describes local thermodynamic 
equilibrium

• There’s a hydrodynamics theory for any fluid; it 
depends on its IR degrees of freedom and is 
parametrized by a set of [Wilson] coefficients.

11
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Hydrodynamics, II
• Start from equilibrium. Say equilibra are 

parametrized by a temperature T and a 4-
velocity, uμuμ=-1. 

• 4 parameters; system closed by conservation 
laws. For nonrelativistic u:

Tµ⌫ = ⌘µ⌫p(T ) + uµu⌫(✏(T ) + p(T ))

12

3

I. INTRODUCTION

A. Non-relativistic fluid dynamics

Fluid dynamics is one of the oldest and most successful theories in modern physics. In its
non-relativistic form, it is intuitively understandable due to our everyday experience with
hydrodynamics, or the dynamics of water1. The degrees of freedom for an ideal, neutral,
uncharged, one-component fluid are the fluid velocity !v(t, !x), the pressure p(t, !x), and the
fluid mass density ρ(t, !x), which are linked by the fluid dynamic equations [1],[2]§2,

∂t!v +
(

!v · !∂
)

!v = −1

ρ
!∂p , (1)

∂tρ + ρ !∂ · !v + !v · !∂ρ = 0 . (2)

These equations are referred to as “Euler equation” (1) and “Continuity equation” (2),
respectively, and typically have to be supplemented by an equation of state p = p(ρ) to close
the system. For non-ideal fluids, where dissipation can occur, the Euler equation generalizes
to the “Navier-Stokes equation” [3, 4],[2]§15,

∂vi

∂t
+ vk ∂vi

∂xk
= −1

ρ

∂p

∂xi
− 1

ρ

∂Πki

∂xk
, (3)

Πki = −η

(

∂vi

∂xk
+

∂vk

∂xi
− 2

3
δki ∂vl

∂xl

)

− ζ δik ∂vl

∂xl
, (4)

where Latin indices denote the three space directions, e.g. i = 1, 2, 3. The viscous stress
tensor Πki contains the coefficients for shear viscosity, η, and bulk viscosity, ζ , which are
independent of velocity. The non-relativistic Navier-Stokes equation is well tested and found
to be reliable in many applications, so any successful theory of relativistic viscous hydrody-
namics should reduce to it in the appropriate limit.

B. Relativistic ideal fluid dynamics

For a relativistic system, the mass density ρ(t, !x) is not a good degree of freedom because
it does not account for kinetic energy that may become sizable for motions close to the
speed of light. Instead, it is useful to replace it by the total energy density ε(t, !x), which
reduces to ρ in the non-relativistic limit. Similarly, !v(t, !x) is not a good degree of freedom
because it does not transform appropriately under Lorentz transforms. Therefore, it should
be replaced by the Lorentz 4-vector for the velocity,

uµ ≡ dxµ

dT
, (5)

where Greek indices denote Minkowski 4-space, e.g. µ = 0, 1, 2, 3 with metric gµν =
diag(+,−,−,−) (the same symbol for the metric will also be used for curved spacetimes).

1 In some fields it has been the tradition to use the term hydrodynamics synonymous with fluid dynamics

of other substances, and I will adopt this somewhat sloppy terminology.

[Euler’s equations]

[notice p acts like a potential: ∂p drives acceleration]
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Hydrodynamics, III

• If T,u are not constant (but still slowly 
varying on mfp. scale), there will be small 
corrections.

• Most general first order correction: (in 
local rest frame)

• shear and bulk viscosities

13

Tij = �ijp� ⌘


@iuj + @jui �

2

3
�ij@kuk

�
� ⇣�ij@kuk (+O(@2))
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Hydrodynamics, IV

• Linearized perturbations give sound waves, 
but also diffusive modes

• These are acausal.  This is not a conceptual 
problem, but in practice, causes numerical 
instabilities

14

(�i! +
⌘

✏+ p
k2
z

)u
x

= 0
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Hydrodynamics, V
• The solution is to go to second order

• This removes the acausality and stabilize 
the dissipative effects

• Can be understand from Müller-Israel-
Stewart theory

• The linearized shear mode becomes:

15

⇡ij = �⌘[@iuj + . . .] ! �⌘[@iuj + . . .]� ⌧⇡u·@⇡ij

�i! +
k2z

1� i!⌧⇡

⌘

✏+ p
= 0
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Success of hydro

16

dN

d�
⇥ 1 +

�

n=1

2vn(pT ) cos(n(�� �n))

3

spectra and differential v2(pT ) for all charged hadrons together as well as for individual

identified species) in 200AGeV Au+Au collisions at all but the most peripheral collision

centralities [8]. Such a level of theoretical control is unprecedented.

Event-by-event hydrodynamics of fluctuating fireballs: In Fig. 1 we evolved
a smooth averaged initial profile (“single-shot hydrodynamics”). This overestimates

the conversion efficiency v2/ε [9, 10]. Fig. 2 shows that event-by-event ideal fluid

dynamical evolution of fluctuating fireballs reduces v2/ε by a few percent [10]. The

effect is only ∼ 5% for pions but larger for heavier hadrons. We expect it to be less in

viscous hydrodynamics which dynamically dampens large initial fluctuations. A reduced

conversion efficiency v2/ε from event-by-event evolution will reduce the value of (η/s)QGP

extracted from vch2 ; based on what we see in ideal fluid dynamics, the downward shift

for (η/s)QGP will at most be of order 0.02-0.03.

Predictions for spectra and flow at the LHC: The successful comprehensive fit

of spectra and elliptic flow at RHIC [8] allows for tightly constrained LHC predictions.

Fig. 3 shows such predictions for both pure viscous hydrodynamics VISH2+1 [11] and
VISHNU [12]. A straightforward extrapolation with fixed (η/s)QGP overpredicts the LHC

0 20 40 60 80
centrality

0
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0.1

v 2
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LHC: η/s=0.16
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STAR
ALICE

v2{4}

MC-KLN
Reaction Plane

Figure 3. (Color online) Total charged hadron elliptic flow as function of centrality
(VISHNU, left [12]) and differential elliptic flow for identified hadrons for 20-30%
centrality (VISH2+1, right [11]) for 200AGeV Au+Au collisions at RHIC and
2.76ATeV Pb+Pb collisions at the LHC. Experimental data are from [13].

vch2 values by 10-15%; a slight increase of (η/s)QGP from 0.16 to 0.20 (for MC-KLN)

gives better agreement with the ALICE data [13]. However, at LHC energies v2 becomes

sensitive to details of the initial shear stress profile [11], and no firm conclusion can be
drawn yet whether the QGP turns more viscous (i.e. less strongly coupled) at higher

temperatures. The right panel shows that, at fixed pT < 1GeV, v2(pT ) increases from

RHIC to LHC for pions but decreases for all heavier hadrons. The similarity at RHIC

and LHC of vch2 (pT ) for the sum of all charged hadrons thus appears accidental.

Constraining initial state models by simultaneous measurement of v2 and v3:
While the ellipticities ε2 differ by about 20% between MC-KLN and MC-Glauber models,

their triangularities ε3 (which are entirely due to event-by-event fluctuations) are almost
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FIGURE 1. (Color online) Centrality dependence of eccentricity-scaled elliptic flow [7].

than a factor 2 from elliptic flow data alone, irrespective of any other model improvements.1 Taking the MC-Glauber
and MC-KLN models to represent a reasonable range of initial ellipticities, Fig. 1 gives 1<4π(η/s)QGP<2.5 for
temperatures Tc<T <2Tc probed at RHIC.

All calculations in Fig. 1 and following below were done in "single-shot" mode, where the ensemble of fluctuating
Monte Carlo initial states was first averaged in the participant plane [7] to obtain a smooth average initial density profile
and then evolved just once through the hydrodynamic stage. Event-by-event evolution of each fluctuating initial state
separately and performing the ensemble average only at the end may produce somewhat less elliptic flow and thus
slightly reduce the (η/s)QGP values extracted from comparison with the data [13]. The magnitude of this reduction
depends on (η/s)QGP [10] but is not expected to exceed (0.2-0.3)/4π [13].

FIGURE 2. (Color online) Transverse momentum spectra (left panel) and differential elliptic flow v2(pT ) (right panel) for
identified pions and protons from 200 AGeV Au+Au collisions at RHIC for different centralities. Experimental data are from STAR
and PHENIX, theoretical lines from VISHNU (see [14] for details and references). After appropriate adjustment of initial conditions
[14] the pT -spectra are seen to be insensitive to the QGP viscosity whereas the elliptic flow depends strongly on it. For MC-Glauber
initial conditions (upper right panels) (η/s)QGP=0.08 works well, for MC-KLN (bottom right panels) (η/s)QGP=0.16 works well
for all collision centralities. In each case, changing (η/s)QGP by 0.08 destroys the agreement between theory and data.

VISHNU with (η/s)QGP =
1

4π for MC-Glauber and 2
4π for MC-KLN provides an excellent description of all aspects

of soft (pT <1.5 GeV) hadron production (pT -spectra and differential v2(pT ) for all charged hadrons together as
well as for individual identified species) in 200AGeV Au+Au collisions at all but the most peripheral collision
centralities [14]. As an example we show in Fig. 2 pT -spectra and differential elliptic flow for identified pions and

1 It has been suggested [9, 10, 11, 12] that the ambiguity between the MC-Glauber and MC-KLN ellipticities which lies at the origin of this
uncertainty can be resolved by simultaneously analyzing elliptic and triangular flow, v2 and v3.

present 
consensus:
4⇡

⌘

s
< 2.5

[plots from Heinz,Chen&Song 1108.5323]
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[extra:]

• The QCD equation of state (2+1 flavors)
11
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and 8 using the p4 action (left). The right hand figure compares results obtained with the asqtad and p4 actions on the Nτ = 8
lattices. Crosses with error bars indicate the systematic error on the pressure that arises from different integration schemes as
discussed in the text. The black bars at high temperatures indicate the systematic shift of data that would arise from matching
to a hadron resonance gas at T = 100 MeV. The band indicates the transition region 185 MeV < T < 195 MeV. It should be
emphasized that these data have not been extrapolated to physical pion masses.

where O1 (O2) are estimates with the p4 (asqtad) action. We find that the relative difference in the pressure ∆p for
temperatures above the crossover region, T>∼200 MeV, is less than 5%. This is also the case for energy and entropy
density for T>∼230 MeV with the maximal relative difference increasing to 10% at T " 200 MeV. This is a consequence
of the difference in the height of the peak in (ε−3p)/T 4 as shown in Fig. 1. Estimates of systematic differences in the
low temperature regime are less reliable as all observables become small rapidly. Nonetheless, the relative differences
obtained using the interpolating curves shown in Figs. 7 and 8 are less than 15% for T>∼150 MeV. We also find that
the cutoff errors between aT = 1/6 and 1/8 lattices are similar for the p4 action, i.e., about 15% at low temperatures
and 5% for T>∼200 MeV. For calculations with the asqtad action, statistically significant cutoff dependence is seen
only in the difference (ε− 3p)/T 4.

We conclude that cutoff effects in p/T 4, ε/T 4 and s/T 3 are under control in the high temperature regime
T>∼200 MeV. Estimates of the continuum limit obtained by extrapolating data from Nτ = 6 and 8 lattices differ
from the values on Nτ = 8 lattices by at most 5%. These results imply that residual O(a2g2) errors are small with
both p4 and asqtad actions.

We note that at high temperatures the results for the pressure presented here are by 20% to 25% larger than those
reported in [2]. These latter results have been obtained on lattices with temporal extent Nτ = 4 and 6 using the
stout-link action. As this action is not O(a2) improved, large cutoff effects show up at high temperatures. This
is well known to happen in the infinite temperature ideal gas limit, where the cutoff corrections can be calculated
analytically. For the stout-link action on the coarse Nτ = 4 and 6 lattices the lattice Stefan-Boltzmann limits are a
factor 1.75 and 1.51 higher than the continuum value. In Ref. [2] it has been attempted to correct for these large cutoff
effects by dividing the numerical simulation results at finite temperatures by these factors obtained in the infinite
temperature limit. As is known from studies in pure SU(N) gauge theories [21], this tends to over-estimate the actual
cutoff dependence.

Finally, we discuss the calculation of the velocity of sound from the basic bulk thermodynamic observables discussed
above. The basic quantity is the ratio of pressure and energy density p/ε shown in Fig. 9, which is obtained from the
ratio of the interpolating curves for (ε − 3p)/T 4 and p/T 4. On comparing results from Nτ = 6 and 8 lattices with
the p4 action, we note that a decrease in the maximal value of (ε− 3p)/T 4 with Nτ results in a weaker temperature
dependence of p/ε at the dip (corresponding to the peak in the trace anomaly), somewhat larger values in the transition
region and a slower rise with temperature after the dip.

From the interpolating curves, it is also straightforward to derive the velocity of sound,

c2
s =

dp

dε
= ε

d(p/ε)

dε
+

p

ε
. (9)

Again, note that the velocity of sound is not an independent quantity but is fixed by the results for Θµµ/T 4. The
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