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1.   Thermally-‐ionized	  zone	  
•  Which	  elements	  contribute?	  
•  When	  are	  they	  in	  the	  gas	  phase?	  

	  
2.   Zone	  ionized	  by	  energe&c	  radia&on	  
•  How	  much	  of	  the	  radiaBon	  enters?	  
•  Where	  do	  the	  Ohmic,	  Hall	  and	  A.D.	  terms	  dominate?	  

3.   Signs	  that	  magne&c	  ac&vity	  is	  taking	  place	  
•  Herbig	  disks	  are	  too	  near-‐IR	  bright	  to	  be	  hydrostaBc	  
•  Brief	  fadings	  are	  common	  
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Figure 4. Ionization rate ζCR by cosmic rays coming from one side of the
disk as a function of the depth χ from the disk surface. The abscissa is
normalized by the attenuation length of cosmic rays λCR ≈ 96 g cm−2, and the
ordinate is normalized by the ionization rate at the disk surface ζ

(0)
CR/2 and the

exponential attenuation factor exp(−χ/λCR). The solid line shows the ionization
rate obtained by numerical integration of Equation (A6). The ionization rates
given by the empirical formula (A9) with γ = 1, 3/4, and 2/3 are also shown
for some values of χ/λCR by different marks.

of χ (r,φ, z)/λCR. Among these values of γ the formula with
γ = 3/4 fits best with the numerical integration. We have found
that the error from the numerical integration is less than 5% for
this case.

Thus, the ionization rate by cosmic rays pouring on the disk
from above at depth χ (r,φ, z) is well given by Equation (A9)
with γ = 3/4. The ionization rate at the same point by cosmic-
ray particles coming from the other side of the disk can be
obtained by replacing χ (r,φ, z) with χ (r,φ,−∞) − χ (r,φ, z)
in Equation (A9) with γ = 3/4.
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Figure 6. Time correlation of the cosmic ray modulation parameter φ (Usoskin et al. 2005) with other solar quantities: (a) solar mean magnetic field from the Wilcox
Solar Observatory, (b) number of sunspots (SPIDR; O’Loughlin 1997), (c) fractional area covered by sunspots in millionths of the solar surface area (Balmaceda et al.
2009), and (d) the correlation between spot area and modulation parameter with a linear fit. Fit parameters listed at the bottom right.
(A color version of this figure is available in the online journal.)

2004). We emphasize that the force field approximation is indeed
a simple approximation, which tends to over predict the CR flux
at low energies at large heliocentric distances. For example, at
D = 60 AU, the force field approximation over predicts the
20 MeV CR proton flux by a factor of ∼4.2× as compared to a
full numerical model of the one-dimensional (1D) CR transport
equation (see Figure 2 of Caballero-Lopez & Moraal 2004). For
energies above ECR ! 80 MeV, however, the approximation
improves significantly and the predicted differential CR fluxes
are in agreement with the full numerical model to better than
20% accuracy. For our simple models we assume a constant
modulated spectrum incident on the disk as computed at D =
1 AU without radial variation; however, in Section 5.2, we
consider the effect of a positive CR flux gradient on disk
ionization.

To attempt to extrapolate the magnitude of modulation
from solar values to the case of a more magnetically active
T-Tauri star, we have correlated the time aggregated values
of the modulation potential φ(t) (Usoskin et al. 2005) against
other time-resolved measured solar quantities, including mean
magnetic field strength on the Sun from the Wilcox Solar
Observatory data, number of sunspots from the SPIDR5 database
(O’Loughlin 1997), and fractional area coverage of sunspots
(Balmaceda et al. 2009) shown in Figure 6. Because the mass
loss rate in the solar wind is related to the coverage of open
magnetic field line regions (Cohen 2011), tracing the correlation
between φ and the magnitude of the open |B|-field component
via solar coronal hole measurements would prove the most
useful. Coronal holes reveal regions where plasma can freely
escape along open field lines, in contrast to X-ray bright regions
where the hot plasma is trapped. The time coverage of coronal

5 http://spidr.ngdc.noaa.gov/spidr/

hole observations, however, cover just over one solar cycle
(Insley et al. 1997), and therefore the correlation cannot be
accurately determined without a longer baseline of data. In
Figure 6 we plot the solar mean magnetic field amplitude, the
number of spots and the area of spot coverage alongside φ (blue
curve in panels (a)–(c)) as a function of time. By linking the state
of the solar magnetic activity with the modulation parameter, φ,
we can extrapolate φ to make a simple prediction for the degree
of CR modulation for a more magnetically active young star.

These quantities are convenient as they can be measured
for other stars, specifically magnetic field strength and spot
coverage. Number of spots is less meaningful as T-Tauri stars
are suggested to have single spots covering large areas (Donati
et al. 2007, 2011a, 2011b, 2012). The magnetic field strengths on
T-Tauri stars are complex, multicomponent and span a large
range in magnitude (see the overview in Johns-Krull 2007).
Recent work to map photospheric magnetic topology on a
handful of objects using spectropolarimetry (e.g., Donati 2003;
Donati et al. 2007) may allow us in the future to link coronal
hole coverage to radial field components on T-Tauri stars. For
the time being, we are left with spot coverage area as the proxy
for magnetic activity and CR exclusion.

Fractional coverage by spots ranges from 3% to 17% and
is time variable (Bouvier & Bertout 1989). Extrapolating the
results in Figure 6(d) yields CR modulation parameter values
of φ = 4800 MeV, 9200 MeV, and 18,000 MeV for 2%,
4%, and 8% spot coverage respectively. Under the force-field
approximation, these modulation parameters, φ, fully describe
the shape of the differential CR energy spectrum, JCR(E,φ),
given in Equation (6). For spot coverage "10% and a stellar
X-ray luminosity LXR " 1029 erg s−1, the CR flux falls below
the ionizing X-ray flux from the star and can be neglected
throughout the disk (see also Figure 3). Figure 7 shows the

8
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Figure 1. Ionization rates plotted versus vertical column density at 1 au for
monochromatic beams at 1, 5 and 20 keV. Red lines, IG99: black points, this
work; both using IG99 depleted abundances (Table 1).

Figure 2. Ionization rates plotted versus vertical column density for isother-
mal spectra at 3 keV (black), 5 keV (red) and 8 keV (green) for 1, 5 and 10 au.
The results of IG99 for an isothermal spectrum at 5 keV are shown for com-
parison with solid blue lines. For ease of viewing, the 10 au results have
been shifted down by 10 relative to those at 5 au. The X-ray luminosity is
1029 erg s−1, consistent with a similar plot in IG99.

curve is significantly higher than the new calculations at moderately
high densities. Part of the differences can be ascribed to the Green
function approach employed by IG99. As already noted by IG99,
their use of equally spaced δ functions leads to an undersampling in
the 1–2 keV region when the thermal average is calculated. How-
ever, taking into account the limitations and uncertainties in making
such comparisons, the agreement between IG99 and the present cal-
culations is quite good. Fig. 2 confirms the conclusion of IG99 that
the ionization rate depends only weakly on the X-ray temperature
and mainly on the X-ray flux, i.e. on the luminosity and the radius.

3.2 Ionization rates for COUP spectra

The COUP project measured the X-ray properties of 1400 young
stars in the Orion nebula Cluster (Getman et al. 2005). From these
data, Wolk et al. (2005) made a detailed study of 28 Sun-like stars,
and we use the average X-ray properties of this sample (their table 4)
for the present calculations. In Table 2, we refer to this average
spectrum as COUP MSM (for mean solar mass). The low and high

Figure 3. Ionization rates plotted versus vertical column density for a two-
temperature average representation of the COUP X-ray observations (Wolk
et al. 2005) of the Orion nebula Custer at 1, 5 and 10 au for solar abundances
(black) and depleted interstellar abundances (red) given in Table 1. The X-ray
luminosity is LX = 2 × 1030 erg s−1, and the other spectrum parameters are
given in Table 2. For ease of viewing, the 5 and 10 au curves have been
shifted down by factors of 10 and 1000 relative to those for 1 au.

X-ray temperature components have, respectively, 1/3 and 2/3 of
the total luminosity of LX = 2 × 1030 erg s−1. The results are shown
in Fig. 3 for solar abundances (black curves) and ISM depleted
abundances (red curves). At small and moderately large column
densities, log NH < 23.5 cm−2, there is a fairly strong dependence
on abundance. Recalling the discussion in Section 2 on grain growth
and settling, this may also be considered as a dependence on grain
size. Solar abundances might then apply to small grains where the
heavy elements are fully exposed to the X-rays independent of their
partitioning between gas and grain. The depleted abundances would
correspond to the situation where the depleted elements are incorpo-
rated into grains that grow and settle out close to the mid-plane. This
is probably the case for protoplanetary disc atmospheres exposed to
stellar X-rays. For very large column densities the ionization rates
are almost independent of the abundances, as might be expected
for the situation where the main interaction of the X-rays is Thom-
son/Compton scattering and ionization of H and He. Fig. 3 confirms
again that the Thomson cross-section determines the range of the
X-rays, in this log N⊥ ∼ 25.5 cm−2. This is expected due to the sig-
nificant hardening of the radiation field at these columns. Thomson
scattering begins to dominate over absorption for energies greater
than ∼5 keV, but photons of these energies are the only ones that
can penetrate so deep. Some of the curves in Fig. 3 seem to drop
precipitously due to the small number of surviving photons at the
largest columns. At these maximum depths, the ionization rate has
reached ζ = 10−22 s−1.

We have also calculated the ionization rate for the average flare
spectrum using table 2 of Getman et al. (2008). The spectrum pa-
rameters are given in Table 2 (under COUP Flare), and the results
shown in Fig. 4 following the style of the previous figure. The re-
sults are roughly similar to Fig. 3, the non-flaring case of COUP
results for solar mass YSOs. Due to the high LX and high TX, the
results are even more sensitive to abundances, and the dominance
of Compton/Thomson scattering is not manifest until very large
vertical columns.

The influence of the ionizing spectrum on the ionization rates
in the disc can be better appreciated by comparing the results for a
typical one-temperature flare spectrum (Getman et al. 2008) against

 at Jet Propulsion Laboratory on January 27, 2014
http://m
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Figure 2. Total hydrogenic density distribution, nH, in the ϵ = 0.01 mod-
ified D’Alessio disk (filled contours). A hypothetical atomic hydrogen layer
(“H-layer”) is shown by the hatched region. Stellar Lyα photons strike the
upper surface of this layer. A fraction of this flux is transmitted, emerging
isotropically (shown by arrows). In contrast, stellar FUV-continuum photons
are shown to strike the irradiation surface determined by dust opacity.

by the depletion of small grains in their upper layers, ϵ =
{0.01, 0.1, 1.0}. Physically, the parameter ϵ represents the
ratio of dust concentration relative to that found in the ISM.
Although the models include the effects of dust depletion on the
hydrostatic disk structure, they lack a separate thermodynamic
treatment of the gas, which becomes thermally decoupled at the
low densities found in the disk atmosphere. While the D’Alessio
et al. (2006) disks suffice for illustrating the essential features
of Lyα and FUV-continuum transport, a more self-consistent
treatment will eventually require the inclusion of detailed
coupling between the radiative transfer, thermodynamics, and
disk structure. Several disk models exist that already include
the thermal decoupling of gas and dust that generally leads to
larger disk scale heights (e.g., Ercolano et al. 2009; Gorti &
Hollenbach 2009; Woitke et al. 2009; Owen et al. 2010). We
assign a nominal FUV luminosity of 0.01 L⊙ to the central star
and a kinetic temperature of Tg = 1000 K to the gas in the upper
layers of the disk. In view of these modifications we refer to the
models as “modified D’Alessio disks.” A cross section of the
total hydrogen density, nH ≡ n(H) + n(H2), in one of the disk
models is shown in Figure 2.

The grain-size distribution used in the original D’Alessio
calculations follows Mathis et al. (1977), dn/da ∝ a−3.5, where
a is the grain radius. In fact there are two populations of grains
(“large” and “small”) in the D’Alessio models; however, the
large grains are confined to the disk midplane and play no role
in what follows. For the “small” grain population the grain-size
limits are amin = 0.01 µm and amax = 0.25 µm. These limits
are consistent with those proposed by Mathis et al. (1977) for
interstellar grains.

Relevant optical properties of the “small” grain population
are shown in Figure 3. In this paper, we are primarily concerned
with FUV-continuum wavelengths in the vicinity of 1215.67 Å.
At this wavelength the “small” grain population exhibits an
appreciably forward-throwing phase function (asymmetry factor
of g ∼ 0.6). The widely used Henyey–Greenstein phase
functions (Henyey & Greenstein 1941; Witt 1977) evaluated
for g = 0, 0.4, and 0.6 are shown in Figure 4.

The computational domain used for the subsequent radiative
transfer simulations comprises the modified D’Alessio disks
immersed in a background mesh. The modified D’Alessio disks
are spatially 1+1D data sets; the purpose of the background

Figure 3. Optical properties of the grain ensemble composed of silicon
and graphite components (refer to D’Alessio). Top: absorption cross section.
This paper is primarily concerned with dust opacity at the Lyα wavelength
(1215.67 Å, denoted by the vertical dotted line). Middle: scattering cross section.
Bottom: single-scattering albedo, ω, and asymmetry parameter, g. At 1215.67 Å
dust has an asymmetry parameter of g ∼ 0.6 and albedo ω ∼ 0.4.

Figure 4. Henyey–Greenstein phase function evaluated for g = 0, 0.4, and
0.6 (see Equation (1)). Isotropic scattering has g = 0 and is a convenient
approximation for modeling the resonant scattering of Lyα by H atoms. The
dust ensemble used in this paper has an asymmetry parameter of g ∼ 0.6 and is
therefore considered to be significantly forward-throwing.

grid of nodes is to transform these models into true two-
dimensional (2D) distributions. The resulting discretization
consists of a list of nodes, each of which has associated with it a
location as well as relevant physical quantities (e.g., densities)
which are interpolated from the original D’Alessio models. The
background mesh supports unstructured distributions of nodes
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Figure 9. Maps (r–z) of the photon density and anisotropy of the Lyα (left-hand panels) and FUV-continuum (right-hand panels) radiation fields in the ϵ = 0.01
modified D’Alessio disk model. The star is located at the origin. Top: photon density (units cm−3). Black arrows indicate the direction of the net flux. Bottom: the
anisotropy of the radiation field, γ ≡ |

∫
I (k)kdΩ|/4πJ , where k is the unit direction vector, I (k) is the intensity, and J is the mean intensity. The limit γ = 1

implies unidirectionality and γ = 0 implies isotropy. The flared feature of low anisotropy seen in the Lyα panel (lower left) is attributable to (and coincident with) the
resonantly scattering H-layer. Note also how the net Lyα flux emerging from the base of the H-layer does so perpendicularly.

associated with dust depleted models, due to the proportional
reduction in the H2 formation rate. The precipitous drop in n(H)
seen in Figure 8 is indicative of the sudden onset of H2 self-
shielding. The vertical optical depth (for resonant scattering)
of the H-layer depends upon the wavelength displacement from
line center; for the Lyα spectrum shown in Figure 1 the photon-
averaged optical depths are τ z

Lyα ∼ 0.2, 1, 6 for ϵ = 1, 0.1, 0.01,
respectively. Although these vertical optical depths are not large,
when viewed from the star the slant optical depth of this H-layer
is typically τ ∗

Lyα ∼ 20τ z
Lyα ≫ 1 and thus the H-layer will inter-

cept essentially every stellar Lyα photon incident upon it. We
are mostly interested in following the portion of Lyα emerging
from the lower surface of the H-layer. The remainder is scat-
tered into space from the upper surface. It is worth noting that
the H-layer is not so optically thick to these line-wing photons
that they become line-trapped and destroyed by dust absorption
(Neufeld 1990). While these results suggest that resonant scat-
tering of Lyα is indeed important, the H-layers computed lack
the self-consistency required to render them entirely realistic.

Figure 9 shows spatial maps providing a visual comparison of
the Lyα and FUV-continuum photon densities in the ϵ = 0.01
modified D’Alessio disk. In addition to the photon density nph
we also show flux arrows (direction only) and the anisotropy
of the field γ (the ratio of net flux to photon density). The
highly flared H-layer and its isotropizing effect on the Lyα

field is clearly seen in the left-hand anisotropy panel. The
net flux of transmitted Lyα photons emerges from the H-layer
perpendicularly, providing a more direct illumination of the disk
below.

Vertical profiles of the Lyα/FUV-continuum photon density
ratio are shown in Figure 10 for ϵ = 0.01, 0.1, and 1, at radii
r = 1 and 100 AU. The same qualitative behavior of the ratio
is seen at all radii, although the quantitative effect is greatest
in the inner disk. It is clear from Figure 10 that the H-layer is
FUV-continuum-dominated, whereas the molecular disk (and
therefore the vast majority of disk mass) is Lyα-dominated.
Ultimately, the enhancement of the Lyα photon density (above
the intrinsic stellar value) may exceed an order of magnitude.
The ratios eventually asymptote to a constant value deep into
the disk where both fields are approaching the diffusive limit
and therefore behaving similarly.

5. DISCUSSION

Regardless of the value of ϵ, essentially every stellar Lyα
photon is intercepted by the highly flared H-layer. Upon the
first scattering the Lyα field is completely isotropized and a
fraction (<50%) is transmitted through to the base H-layer.
This is clearly seen in Figure 9 (top left and bottom left panels).
Viewed from within the molecular region the Lyα would seem to
originate in a diffuse blanket overlying the disk, analogous to the
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Figure 9. Maps (r–z) of the photon density and anisotropy of the Lyα (left-hand panels) and FUV-continuum (right-hand panels) radiation fields in the ϵ = 0.01
modified D’Alessio disk model. The star is located at the origin. Top: photon density (units cm−3). Black arrows indicate the direction of the net flux. Bottom: the
anisotropy of the radiation field, γ ≡ |
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I (k)kdΩ|/4πJ , where k is the unit direction vector, I (k) is the intensity, and J is the mean intensity. The limit γ = 1
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does not vanish due to the presence of weakly ionized ambient
gas, and therefore both dust charging and gas ionization must
be taken into account.

This study explores how the electrostatic charging of dust
aggregates could be crucial to their coagulation in protoplan-
etary disks. For this purpose, we have to know in advance
how the charge state of aggregates evolves with their growth.
This is a complicated problem, since we also have to solve
the ionization state of ambient gases self-consistently. Previ-
ous studies (Sano et al. 2000; Ilgner & Nelson 2006a; Wardle
2007) have handled this problem with direct numerical cal-
culations in which dust particles with different charges and
sizes are treated as different charged species as well as many
species of ions. However, this approach becomes inefficient
when one tries to solve this problem and dust growth simul-
taneously, since the dispersion of charge and size increases as
the dust growth. The central strategy taken in this study is to
solve this problem as analytically as possible. This approach
does not only reduce the computational expense but also pro-
vides general insight into the charge state of a gas–dust mixture.
As a result, we show that all the conditions for ionization–
recombination equilibrium are reduced to a single algebraic
equation. Just by solving this equation numerically, we can ob-
tain both of the dust charge state and the gas ionization state an-
alytically. We also confirm that the semianalytical calculations
agree very well with direct numerical calculations using the
original equations. This semianalytical method will be a power-
ful tool for the simulations of charged dust coagulation and MRI
turbulence.

As an illustrative example, we calculate the collisional cross
section of dust aggregates growing in a protoplanetary disk
taking into account their electric charging. We focus on early
stages of dust evolution where the aggregates have been thought
to experience fractal, quasi-monodisperse growth (e.g., Blum
2004; Dominik et al. 2007). For a wide range of model param-
eters, we find that the effective cross section is quickly sup-
pressed as the fractal growth proceeds and finally vanishes at
a surprisingly early stage. This means that the fractal growth
“freezes out” on its way to the subsequent growth stage where
collisional compression of aggregates occurs. This is because
the electrostatic repulsion between aggregates becomes strong
enough to prevent their mutual collision. Strong turbulence
in the disk will help the aggregates to overcome this elec-
tric barrier, but then it will cause catastrophic disruption of
collided aggregates at later stages. Therefore, if the freezeout
of the fractal growth truly means the end of dust evolution,
the combination of the electric charging and the collisional
disruption imposes a very strict limitation on dust coagula-
tion and subsequent planetesimal formation in protoplanetary
disks. Our findings strongly suggest that the dust charging effect
should be seriously taken into account in the modeling of dust
evolution.

This paper is organized as follows. In Section 2, we present
a set of equations that describes the reactions of charged
particles (ions, electrons, and dust aggregates), and derive
the equation that determines the equilibrium state. In Section
3, we calculate the electrostatic repulsion energy between
two colliding aggregates to show that the quasi-monodisperse
fractal growth is strongly inhibited for a wide range of disk
parameters. In Section 4, we discuss the validity of some
important assumptions and point out a possible scenario of dust
evolution after the “freezeout” of the fractal growth. A summary
is presented in Section 5.
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Figure 1. Schematic diagram of the ionization–recombination reactions in a
gas–dust mixture. Ions and free electrons are created (solid arrows) by some
ionizing sources (e.g., cosmic rays) and are removed through the gas-phase
recombination (dotted arrows) or the adsorption to dust (double line arrows).
Some species of ions may react with neutral gas particles to create different
species of ions (dashed arrows). The equilibrium charge distribution nd(Z) of
dust aggregates are determined by the balance between all these reactions.

2. EQUILIBRIUM CHARGE DISTRIBUTION

2.1. Kinetic Equations for Ionization–Recombination
Reactions

We model the ionization–recombination reactions in a gas–
dust mixture as follows (see also Figure 1). Some ionizing
sources (e.g., cosmic rays) create ions X(k)

i and free electrons
from neutral particles X(k)

g at a rate ζ (k) (here k(= 1, 2, . . .) labels
each species of ions and associated neutrals). We assume that
the ions and electrons are quickly thermalized and have thermal
velocities u(k)

i and ue, respectively. We neglect the possibility
that the free electrons might be much more energetic in an MRI-
active region (Inutsuka & Sano 2005). The ions may react with
neutrals X(k,l)

g to produce another species of ions X(l)
i (l ̸= k), or

may recombine with free electrons in the gas phase. We denote
the rate coefficient for the ion–neutral reaction and the gas-phase
recombination by β

′(k,l) and β(k), respectively. Also, the ions
and free electrons may collide with dust aggregates to adsorb
onto their surfaces. We write the collisional cross section for an
aggregate and an ion (electron) as σdi(de). These cross sections
generally include the effect of electrostatic interaction as well as
the sticking probability (see Section 2.2). Each dust aggregate
may have different internal structure and charge Ze from
the other. We represent a set of parameters describing the
structure (e.g., mass, radius) as I = {I1, I2, . . .}. In this section,
we assume that the above reactions proceed faster than the
mutual collision of dust aggregates and treat I as constant
parameters. The validity of this assumption is discussed in
Section 4.1.

The above charge reactions are described by a set of kinetic
equations. Let us denote the number densities of ions X(k)

i ,
free electrons, and dust aggregates as n(k)

i , ne, and nd(I, Z),
respectively. The rate equations for n(k)

i , ne, and nd(I, Z) are
given by

ṅ(k)
i = ζ (k)n(k)

g − u(k)
i n(k)

i

∫
dI

∑

Z

σdi(I, Z)nd(I, Z)
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where

ηO = c2

4πσO
, (29)

ηH = c2

4πσ⊥

σH

σ⊥
, (30)

and

ηA = c2

4πσ⊥

σP

σ⊥
− ηO (31)

are the ohmic, Hall and ambipolar diffusivities respectively,

where σ⊥ =
√

σ 2
H + σ 2

P .
If the only charged particles are ions and electrons, then

ηH = βeηO and ηA = βiβeηO. The Hall parameters for ions
and electrons are

βi ≈ 4.6 × 10−3 BG

n15
(32)

and

βe ≈ 3.5
BG

n15

(
T

100 K

)−1/2

(33)

respectively, where BG is the magnetic field in Gauss and
n15 = nH/1015 cm−3. As βe/βi ∼ 1000 there are three dis-
tinct diffusion regimes:

βi ≪ βe ≪ 1 ohmic (resistive)
βi ≪ 1 ≪ βe Hall
1 ≪ βi ≪ βe ambipolar

(34)

which correspond to different regimes of B/nH, as illus-
trated in Fig. 1. In the ohmic regime, the ion and electron
drifts are unaffected by the magnetic field, in the Hall regime
the electrons are tied to the field but the ions are not, while
in the ambipolar diffusion regime both species are tied to the
magnetic field and drift together through the neutrals. The
presence of grains complicates this picture (Wardle and Ng
1999), but generically ohmic or ambipolar diffusion dom-
inates if the majority of charged particles are tied to the
neutrals or the magnetic field respectively, otherwise Hall
diffusion is important.

Which diffusion regimes are relevant? Figure 2 plots the
loci in the logB–lognH plane where the Hall parameters
are unity for ions, electrons, and singly-charged grains with
radii of 50 and 2500 Å. Also shown are the regions occu-
pied by molecular clouds (B[mG] ∼

√
nH[cm−3]) and the

midplane of the solar nebula ((9) and (12)) between 1 and
100 AU. Densities are so large at the midplane of the so-
lar nebula that ions are decoupled from the magnetic field
by neutral collisions. This is not so for electrons except for
very weak fields, and so Hall diffusion is important once
grains have settled or aggregated and are not the dominant

Fig. 1 The magnetic diffusion regimes of a weakly-ionised,
three-component plasma are determined by the ion and electron Hall
parameters βi and βe , which are proportional to B/n, with βe/βi typ-
ically ∼1000 (see text)

Fig. 2 Loci in the logB–lognH plane where the Hall parameters are
unity for ions and electrons (red) and 50 and 2500 Å grains (blue).
Thick black lines indicate the region occupied by molecular clouds
(B[mG] ∼

√
nH[cm−3]) and the equipartition field at the midplane of

the minimum-mass solar nebula between 1 and 100 AU

charge carriers. If grains are important they are very much
decoupled from the magnetic field (i.e. βg ≪ 1) and ohmic
diffusion dominates. However, the diffusivity is then so se-
vere that the magnetic field cannot couple effectively to the
gas at all (Hayashi 1981).

By contrast, in molecular clouds ions and electrons are
tied to magnetic fields whereas the largest grains are not.
The charge residing on large grains is usually small except
inside shock waves (Chapman and Wardle 2006) or at very
high densities. Thus in molecular clouds, ambipolar diffu-
sion dominates.

How much diffusion in protoplanetary disks is too much
of a good thing? This depends on the scale on which one
would like the magnetic field to couple to the matter in
the disk. The weakest criterion for interesting magnetic ef-
fects is to demand that the magnetic field should at least
be able to couple to the Keplerian shear in the disk. This
is required both by the magnetorotational instability and by
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estimate (19) by a factor ∼√
r/h. If the field is disordered

because of turbulence, then these represent a space and
time-averaged rms magnetic field (see, e.g. Balbus 2003),
and the local field may be somewhat larger. For example,
simulations of the magnetorotational instability indicate that
Brms ∼ 2⟨−BrBφ⟩1/2 (Sano et al. 2004). In any case, one
concludes that Gauss-strength fields at 1 AU are required to
give the inferred accretion rates.

4 Magnetic diffusion

Magnetic diffusion is an essential ingredient in any theory
of magnetised astrophysical disks. For example, field dif-
fusion allows matter to be accreted while leaving the mag-
netic field behind. In disk-driven wind models magnetic dif-
fusion allows some of the disk material to be loaded onto
field lines and flung outwards from the disk surfaces (War-
dle and Königl 1993) while the remainder is accreted. Dif-
fusion is also associated with energy dissipation and sets the
inner scale of magnetic structures.

The magnitude of the diffusivity is determined by mi-
crophysical processes rather than the wishes of a theorist
(or an observer for that matter!). In fully-ionised disks the
molecular diffusivity is orders of magnitude too small and
an effective turbulent viscosity or anomalous diffusivity of
plasma physics origin has to be invoked as the origin of
the breakdown of ideal MHD. In the weakly-ionised envi-
ronment of protoplanetary disks collisions between charged
particles and the dominant neutrals are sufficient to provide
the necessary diffusivity, and may be too efficient, suppress-
ing magnetic activity, leading to the formation of “dead”
zones in the disk (Gammie 1996; Wardle 1997). If simple
neutral-charged particle collisions are the origin of diffusiv-
ity then quantitative calculations can provide a sound phys-
ical basis for calculations of magnetic field evolution in pro-
toplanetary disks.

The finite conductivity of a weakly-ionised gas can be
determined by calculating the drift of charged particles in
response to an applied electric field E′ in the neutral frame,
and summing over the charged species to obtain the cur-
rent (Cowling 1976). The drift velocity vj of each charged
species j (mass mj , charge Zje) relative to the neutrals
(mean mass m, density ρ) is determined by balancing the
force applied by the electric field, the magnetic force, and
the drag associated with neutral collisions:

ZjeE
′ + Zje

vj

c
× B − mjγjρvj = 0 (20)

where γj = ⟨σv⟩j /(mj + m) and ⟨σv⟩j is the rate coeffi-
cient for collisional momentum transfer between species j

and the neutrals, so γjρ is the collision frequency with neu-
trals. Equation (20) implicitly assumes that the electromag-
netic field and the neutral fluid evolve on a time scale that

is long compared to the inertial time scales of charged par-
ticles, which is generally a good approximation (see Wardle
and Ng 1999). The direction of the drift of a particle of mass
mj , charge Zje is determined by the relative magnitude of
the magnetic and drag terms in (20), which is characterised
by the Hall parameter for species j

βj = |Zj |eB
mjc

1
γjρ

(21)

i.e. the ratio of the gyrofrequency and neutral collision fre-
quency.1 Note that apart from molecular factors, the Hall
parameter depends only on B/nH. If βj ≫ 1 the Lorentz
force dominates the neutral drag

ZjeE
′ ≈ −Zje

vj

c
× B (22)

and the charged particles are tied to the magnetic field lines.
In the other limit βj ≪ 1 the drag dominates

ZjeE
′ ≈ γjmjρ vj (23)

and neutral collisions completely decouple the particles
from the magnetic field.

Inverting (20) for vj , and forming the current density
J = ∑

j nj eZjvj yields

J = σOE′
∥ + σH B̂ × E′

⊥ + σP E′
⊥ (24)

where E′
∥ and E′

⊥ are the components of E′ parallel and
perpendicular to B and the ohmic, Hall, and Pedersen con-
ductivities are (e.g. Cowling 1976; Wardle and Ng 1999):

σO = ec

B

∑

j

nj |Zj |βj , (25)

σH = −ec

B

∑

j

njZjβ
2
j

1 + β2
j

= ec

B

∑

j

njZj

1 + β2
j

(26)

and

σP = ec

B

∑

j

nj |Zj |βj

1 + β2
j

(27)

respectively, where I have used
∑

njZj = 0 in deriving the
second form of σH in (26).

Inverting (26) for E′ yields an induction equation of the
form

∂B

∂t
= ∇ × (v × B) − ∇ × [ηO∇ × B

+ ηH(∇ × B) × B̂ + ηA(∇ × B)⊥], (28)

1Note that Wardle and Ng (1999) include the sign of Zj in the defini-
tion of βj .
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ical basis for calculations of magnetic field evolution in pro-
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The finite conductivity of a weakly-ionised gas can be
determined by calculating the drift of charged particles in
response to an applied electric field E′ in the neutral frame,
and summing over the charged species to obtain the cur-
rent (Cowling 1976). The drift velocity vj of each charged
species j (mass mj , charge Zje) relative to the neutrals
(mean mass m, density ρ) is determined by balancing the
force applied by the electric field, the magnetic force, and
the drag associated with neutral collisions:
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× B − mjγjρvj = 0 (20)

where γj = ⟨σv⟩j /(mj + m) and ⟨σv⟩j is the rate coeffi-
cient for collisional momentum transfer between species j

and the neutrals, so γjρ is the collision frequency with neu-
trals. Equation (20) implicitly assumes that the electromag-
netic field and the neutral fluid evolve on a time scale that

is long compared to the inertial time scales of charged par-
ticles, which is generally a good approximation (see Wardle
and Ng 1999). The direction of the drift of a particle of mass
mj , charge Zje is determined by the relative magnitude of
the magnetic and drag terms in (20), which is characterised
by the Hall parameter for species j

βj = |Zj |eB
mjc

1
γjρ

(21)

i.e. the ratio of the gyrofrequency and neutral collision fre-
quency.1 Note that apart from molecular factors, the Hall
parameter depends only on B/nH. If βj ≫ 1 the Lorentz
force dominates the neutral drag

ZjeE
′ ≈ −Zje

vj

c
× B (22)

and the charged particles are tied to the magnetic field lines.
In the other limit βj ≪ 1 the drag dominates

ZjeE
′ ≈ γjmjρ vj (23)

and neutral collisions completely decouple the particles
from the magnetic field.

Inverting (20) for vj , and forming the current density
J = ∑

j nj eZjvj yields

J = σOE′
∥ + σH B̂ × E′

⊥ + σP E′
⊥ (24)

where E′
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second form of σH in (26).

Inverting (26) for E′ yields an induction equation of the
form
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where
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, (29)

ηH = c2

4πσ⊥

σH

σ⊥
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If the only charged particles are ions and electrons, then

ηH = βeηO and ηA = βiβeηO. The Hall parameters for ions
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βi ≈ 4.6 × 10−3 BG
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(32)

and
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(33)

respectively, where BG is the magnetic field in Gauss and
n15 = nH/1015 cm−3. As βe/βi ∼ 1000 there are three dis-
tinct diffusion regimes:

βi ≪ βe ≪ 1 ohmic (resistive)
βi ≪ 1 ≪ βe Hall
1 ≪ βi ≪ βe ambipolar

(34)

which correspond to different regimes of B/nH, as illus-
trated in Fig. 1. In the ohmic regime, the ion and electron
drifts are unaffected by the magnetic field, in the Hall regime
the electrons are tied to the field but the ions are not, while
in the ambipolar diffusion regime both species are tied to the
magnetic field and drift together through the neutrals. The
presence of grains complicates this picture (Wardle and Ng
1999), but generically ohmic or ambipolar diffusion dom-
inates if the majority of charged particles are tied to the
neutrals or the magnetic field respectively, otherwise Hall
diffusion is important.

Which diffusion regimes are relevant? Figure 2 plots the
loci in the logB–lognH plane where the Hall parameters
are unity for ions, electrons, and singly-charged grains with
radii of 50 and 2500 Å. Also shown are the regions occu-
pied by molecular clouds (B[mG] ∼

√
nH[cm−3]) and the

midplane of the solar nebula ((9) and (12)) between 1 and
100 AU. Densities are so large at the midplane of the so-
lar nebula that ions are decoupled from the magnetic field
by neutral collisions. This is not so for electrons except for
very weak fields, and so Hall diffusion is important once
grains have settled or aggregated and are not the dominant

Fig. 1 The magnetic diffusion regimes of a weakly-ionised,
three-component plasma are determined by the ion and electron Hall
parameters βi and βe , which are proportional to B/n, with βe/βi typ-
ically ∼1000 (see text)

Fig. 2 Loci in the logB–lognH plane where the Hall parameters are
unity for ions and electrons (red) and 50 and 2500 Å grains (blue).
Thick black lines indicate the region occupied by molecular clouds
(B[mG] ∼

√
nH[cm−3]) and the equipartition field at the midplane of

the minimum-mass solar nebula between 1 and 100 AU

charge carriers. If grains are important they are very much
decoupled from the magnetic field (i.e. βg ≪ 1) and ohmic
diffusion dominates. However, the diffusivity is then so se-
vere that the magnetic field cannot couple effectively to the
gas at all (Hayashi 1981).

By contrast, in molecular clouds ions and electrons are
tied to magnetic fields whereas the largest grains are not.
The charge residing on large grains is usually small except
inside shock waves (Chapman and Wardle 2006) or at very
high densities. Thus in molecular clouds, ambipolar diffu-
sion dominates.

How much diffusion in protoplanetary disks is too much
of a good thing? This depends on the scale on which one
would like the magnetic field to couple to the matter in
the disk. The weakest criterion for interesting magnetic ef-
fects is to demand that the magnetic field should at least
be able to couple to the Keplerian shear in the disk. This
is required both by the magnetorotational instability and by
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The author regrets that Equation (16) in the published version of the paper contains an error. The correct formula is

⟨σv⟩gr = max
[

1.3 × 10−9|Z|, 4.0 × 10−3
(

a

1 µm

)2(
T

100 K

)1/2]
cm3 s−1, (16)

where the numerical factor in the second term was underestimated by a factor of ∼104. This error affects all the calculations of
magnetic diffusivities where grains are included. Nevertheless, when applying the theoretical framework constructed in this paper to
estimate the magnetorotational-instability (MRI-)-driven accretion rate, we find no significant differences. The bulk of the paper’s
content remains unaffected. In particular, when the error is corrected, Figures 4 and 5 are essentially unchanged (the difference is
typically within 20% and is hardly noticeable in logarithmic plots). The main differences occur in the bottom panels of Figures 2
and 3 of the published paper, but do not affect the discussions in the original paper.

In Figure 2 below, we update the two bottom panels of the published paper, which shows the diffusivity regimes at 1 and 10 AU
in calculations with 1% of 0.1 µm well-mixed grains. We see that the main difference from the original figure occurs only when the
magnetic field is relatively strong (!1 G and !0.03 G at 1 and 10 AU). This is closely related to the results of Bai (2011), where we
showed that in the presence of tiny grains (∼nanometer size), the magnetic diffusivities deviate from the simple relation of ηH ∝ B
and ηA ∝ B2 in a strong field. While the formulae there are not directly applicable to much larger grains with a " 0.1 µm, the
same effect still holds. In particular, the Hall diffusivity, ηH , changes sign and the ambipolar diffusivity ηA is largely reduced in
relatively strong magnetic fields. For example, ηH in the lower and upper blue regions in each panel have positive and negative signs,
respectively.

In Figure 3 below, we update the two bottom panels of the published paper, which shows the constraints on the MRI permitted
regions at 1 AU and 10 AU in calculations with 1% of 0.1 µm well-mixed grains. The main difference from the original figure
again lies in the strong-field regime, where the constant Am (Elsasser number for ambipolar diffusion) contour lines are no longer
straight, reflecting the significant reduction of ambipolar diffusion in the strong-field regime. On the other hand, the MRI permitted
regions (gray area) remain almost the same as in the original figure. This is because these regions lie in the weak-field regime.
Correspondingly, the predicted MRI-driven accretion rates at 1 AU and 10 AU are essentially the same as reported in the original
paper. Similarly, the predicted MRI-driven accretion rates and magnetic field strength in Figures 4 and 5 of the original paper are also
largely unaffected.
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Figure 2. Corrected version for the bottom two panels of Figure 2; see original figure caption for details. Also note that ηH can possess both signs in the presence of
grains, and its label in the figure should be understood as ηH .
(A color version of this figure is available in the online journal.)
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Figure 2. Regimes of non-ideal MHD effects in fiducial PPD models plotted as contours in the plane of disk height and magnetic field strength. The left (right) two
panels correspond to 1 (10) AU of an MMSN model and the upper (lower) two panels correspond to the case without grains (with 1% of well mixed 0.1 µm grains).
Different regimes of non-ideal MHD effects are painted with different background colors. Red and magenta: Ohmic resistivity dominated; dark and light blue: Hall
effect dominated; green and yellow: AD dominated. Subdivisions of the color scheme are indicated in the plots. Black contours show constants of the Elsasser number
Λtot which is increased by factors of 10 from bottom left to upper right, with the Λtot = 1 contour marked in bold. The bold dashed black line indicates where the
magnetic pressure equals the gas pressure (β = 1). White vertical lines correspond to contours of constant effective recombination time teff

rcb, labeled by log10(Ωteff
rcb).

(A color version of this figure is available in the online journal.)

charge instead of electrons (due to the extremely low ionization
rate) and the magnetic diffusivity is largely determined by the
less mobile ions and grains. In this region, different choices
of chemical reaction networks can make a big difference in
the resulting magnetic diffusivity pattern. At disk upper layers
(z ! 3H ), grains play a less important role on the pattern of
magnetic diffusivities painted in the figure since free electrons
overwhelms the grains, although the ionization fraction is still
affected by the grains.

White vertical lines in Figure 2 show the contours of constant
effective recombination time (Equation (17)). We see that in
all of the four cases, the recombination time is at least one
order of magnitude smaller than the dynamical time scale.5
This result looks counterintuitive since the recombination time
may be expected to be smaller in the disk upper layers due to the
low gas density. However, this is compensated by the enhanced
electron abundance near the disk surface (as trc ∼ 1/nxe).
Together with the extremely low ionization level in PPDs, this

5 Note that our definition of teff
rcb in Equation (17) captures the most rapid

recombination process. It is typically shorter than the chemical equilibrium
time estimated in Perez-Becker & Chiang (2011a), which is sensitive to the
slowest chemical processes.

result demonstrates that the strong coupling limit applies in
essentially most regions of typical PPDs, and it justifies that
single-fluid treatment of the gas dynamics in PPDs is generally
sufficient. In particular, the single-fluid simulations by BS11 on
the effect of AD on the MRI is directly relevant to PPDs, while
two-fluid simulations by Hawley & Stone (1998) are not quite
applicable.

Moreover, we emphasize that our conclusion that Ωteff
rcb ≪ 1 is

obtained by using the complex chemical network. The usage of
a simple network such as the Oppenheimer & Dalgarno (1974)
model can lead to different conclusions: at 1 AU without grains,
we find that trcb is about one order of magnitude longer when
calculated with the simple network, and becomes longer than
the dynamical time at |z| " H . This is because of the lack of
recombination channels in the simple network and is relevant
to the “revival” of the dead zone by turbulent mixing of free
electrons from the active layer to the midlane, as seen in multi-
fluid simulations with a co-evolving simple chemical reaction
network (Turner et al. 2007; Turner & Sano 2008; Ilgner &
Nelson 2008). However, with a more realistic chemical network,
the reactivation of the dead zone by turbulent mixing would
appear less likely to occur, because the turbulent eddy time
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The author regrets that Equation (16) in the published version of the paper contains an error. The correct formula is

⟨σv⟩gr = max
[

1.3 × 10−9|Z|, 4.0 × 10−3
(

a

1 µm

)2(
T

100 K

)1/2]
cm3 s−1, (16)

where the numerical factor in the second term was underestimated by a factor of ∼104. This error affects all the calculations of
magnetic diffusivities where grains are included. Nevertheless, when applying the theoretical framework constructed in this paper to
estimate the magnetorotational-instability (MRI-)-driven accretion rate, we find no significant differences. The bulk of the paper’s
content remains unaffected. In particular, when the error is corrected, Figures 4 and 5 are essentially unchanged (the difference is
typically within 20% and is hardly noticeable in logarithmic plots). The main differences occur in the bottom panels of Figures 2
and 3 of the published paper, but do not affect the discussions in the original paper.

In Figure 2 below, we update the two bottom panels of the published paper, which shows the diffusivity regimes at 1 and 10 AU
in calculations with 1% of 0.1 µm well-mixed grains. We see that the main difference from the original figure occurs only when the
magnetic field is relatively strong (!1 G and !0.03 G at 1 and 10 AU). This is closely related to the results of Bai (2011), where we
showed that in the presence of tiny grains (∼nanometer size), the magnetic diffusivities deviate from the simple relation of ηH ∝ B
and ηA ∝ B2 in a strong field. While the formulae there are not directly applicable to much larger grains with a " 0.1 µm, the
same effect still holds. In particular, the Hall diffusivity, ηH , changes sign and the ambipolar diffusivity ηA is largely reduced in
relatively strong magnetic fields. For example, ηH in the lower and upper blue regions in each panel have positive and negative signs,
respectively.

In Figure 3 below, we update the two bottom panels of the published paper, which shows the constraints on the MRI permitted
regions at 1 AU and 10 AU in calculations with 1% of 0.1 µm well-mixed grains. The main difference from the original figure
again lies in the strong-field regime, where the constant Am (Elsasser number for ambipolar diffusion) contour lines are no longer
straight, reflecting the significant reduction of ambipolar diffusion in the strong-field regime. On the other hand, the MRI permitted
regions (gray area) remain almost the same as in the original figure. This is because these regions lie in the weak-field regime.
Correspondingly, the predicted MRI-driven accretion rates at 1 AU and 10 AU are essentially the same as reported in the original
paper. Similarly, the predicted MRI-driven accretion rates and magnetic field strength in Figures 4 and 5 of the original paper are also
largely unaffected.
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Figure 2. Regimes of non-ideal MHD effects in fiducial PPD models plotted as contours in the plane of disk height and magnetic field strength. The left (right) two
panels correspond to 1 (10) AU of an MMSN model and the upper (lower) two panels correspond to the case without grains (with 1% of well mixed 0.1 µm grains).
Different regimes of non-ideal MHD effects are painted with different background colors. Red and magenta: Ohmic resistivity dominated; dark and light blue: Hall
effect dominated; green and yellow: AD dominated. Subdivisions of the color scheme are indicated in the plots. Black contours show constants of the Elsasser number
Λtot which is increased by factors of 10 from bottom left to upper right, with the Λtot = 1 contour marked in bold. The bold dashed black line indicates where the
magnetic pressure equals the gas pressure (β = 1). White vertical lines correspond to contours of constant effective recombination time teff

rcb, labeled by log10(Ωteff
rcb).

(A color version of this figure is available in the online journal.)

charge instead of electrons (due to the extremely low ionization
rate) and the magnetic diffusivity is largely determined by the
less mobile ions and grains. In this region, different choices
of chemical reaction networks can make a big difference in
the resulting magnetic diffusivity pattern. At disk upper layers
(z ! 3H ), grains play a less important role on the pattern of
magnetic diffusivities painted in the figure since free electrons
overwhelms the grains, although the ionization fraction is still
affected by the grains.

White vertical lines in Figure 2 show the contours of constant
effective recombination time (Equation (17)). We see that in
all of the four cases, the recombination time is at least one
order of magnitude smaller than the dynamical time scale.5
This result looks counterintuitive since the recombination time
may be expected to be smaller in the disk upper layers due to the
low gas density. However, this is compensated by the enhanced
electron abundance near the disk surface (as trc ∼ 1/nxe).
Together with the extremely low ionization level in PPDs, this

5 Note that our definition of teff
rcb in Equation (17) captures the most rapid

recombination process. It is typically shorter than the chemical equilibrium
time estimated in Perez-Becker & Chiang (2011a), which is sensitive to the
slowest chemical processes.

result demonstrates that the strong coupling limit applies in
essentially most regions of typical PPDs, and it justifies that
single-fluid treatment of the gas dynamics in PPDs is generally
sufficient. In particular, the single-fluid simulations by BS11 on
the effect of AD on the MRI is directly relevant to PPDs, while
two-fluid simulations by Hawley & Stone (1998) are not quite
applicable.

Moreover, we emphasize that our conclusion that Ωteff
rcb ≪ 1 is

obtained by using the complex chemical network. The usage of
a simple network such as the Oppenheimer & Dalgarno (1974)
model can lead to different conclusions: at 1 AU without grains,
we find that trcb is about one order of magnitude longer when
calculated with the simple network, and becomes longer than
the dynamical time at |z| " H . This is because of the lack of
recombination channels in the simple network and is relevant
to the “revival” of the dead zone by turbulent mixing of free
electrons from the active layer to the midlane, as seen in multi-
fluid simulations with a co-evolving simple chemical reaction
network (Turner et al. 2007; Turner & Sano 2008; Ilgner &
Nelson 2008). However, with a more realistic chemical network,
the reactivation of the dead zone by turbulent mixing would
appear less likely to occur, because the turbulent eddy time
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Figure 4. Dead, transitional, and MRI-active zones for the fiducial model (left column) and a version with larger monomers a0 = 1 µm (right column). The blue
regions are MRI-active, yellow are transitional, and orange are MRI-dead. The top row includes the transition between the Mg+ and HCO+ ions, the middle row has
Mg+ everywhere, and the bottom row has HCO+ everywhere. The black solid contours indicate where the overall Elsasser number is 0.1, 1, and 10. The black dotted
contours are the corresponding surfaces for the Elsasser number computed from Ohmic diffusivity alone. The black dashed lines mark heights H and 5H .
(A color version of this figure is available in the online journal.)

Table 2
Sets of Models in the Parameter Study

Models Fiducial Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7

a0 (µm) 0.1 [5 → 0.001] 0.1 0.1 0.1 0.1 0.1 0.1
fdg 10−4 10−4 [10−2 → 10−7] 10−4 10−4 10−4 10−4 10−4

Md/M∗ 0.064 0.064 0.064 [0.2 → 1.5] 0.064 0.064 0.064 0.064
×0.064

p 0.9 0.9 0.9 0.9 [0.5 → 1.5] 0.9 0.9 0.9
T0 (K) 280 280 280 280 280 [150 → 600] [446 → 650] 280
M∗/M⊙ 1 1 1 1 1 1 [0.4 → 2] 1
ζCR0 (s−1) 5 × 10−18 5 × 10−18 5 × 10−18 5 × 10−18 5 × 10−18 5 × 10−18 5 × 10−18 5 · [10−18 → 10−15]
ζRN (s−1) 7 × 10−21 7 × 10−21 7 · [10−19 → 10−24] 7 × 10−21 7 × 10−21 7 × 10−21 7 × 10−21 7 × 10−21

Notes. The rows are the monomer radius a0, the dust-to-gas mass ratio in the fluffy aggregates fdg, the disk mass in units of the stellar mass Md/M∗, the surface
density power-law index p, the temperature at 1 AU T0, the stellar mass in solar masses M∗/M⊙, the cosmic ray ionization rate outside the disk ζCR0 (Equation (6)),
and the ionization rate due to radionuclides ζRN (Equation (9)).

when the metal ions are present in the MRI-active layers. Thus,
the model with only Mg+ ion produces an accurate estimate for
accretion rate for r < 5 AU, and the “HCO+” model should
be used for the disk outside r > 9 AU (see Figure 25 in
Appendix B).

4.1. Characterizing Ambipolar Diffusion

Figure 5 shows that ambipolar diffusion is more effective
than Ohmic diffusion in damping MRI in our fiducial model
and over a wide range of dust abundances. We therefore take a
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1.   Thermally-‐ionized	  zone	  
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Figure 4. Surfaces of unit optical depth for starlight entering the nine model
disks. The wavelength is 0.314 µm, near the starlight peak. The three dust-
depleted disks are at top, the three dusty disks in the middle, and the three disks
with dusty rings at bottom. In each panel, the disk with gas support only is shown
by blue curves, the disk with magnetic support throughout by green curves, and
the disk with a magnetically supported bump by red curves and shading. In each
case, the upper (dashed) curve is the surface of unit optical depth for photons
arriving from the star, while the lower (solid) curve is the surface of unit optical
depth for photons traveling vertically downward. The yellow dots at the origin
show the star to scale.
(A color version of this figure is available in the online journal.)

The magnetic support’s effects are even stronger in the dusty
cases (middle), where the corresponding ratios are 3.07 and 2.82.
The magnetic support makes the starlight-absorbing surface
taller by similar factors in the cases with dusty inner rings
(bottom), where the ratios to the hydrostatic version are 3.06
and 2.87. Furthermore, synthetic images of the central 2.5 AU
show that the magnetically supported material noticeably alters
the appearance in the near-infrared J, H, and K bands (Figure 5),
increasing the surface area of bright material lying within 1 AU.
Considering all six scenarios with magnetic support, clearly the
atmosphere reprocesses significant stellar luminosity beyond
that intercepted by the hydrostatic models.

Closer examination shows a striking correspondence between
the surface brightness in Figure 5 and the slope of the starlight-
absorbing surface in Figure 4. In particular, the brightest of

the three dusty models just inside 1 AU is the magnetically
supported bump, which has its surface tilted most steeply toward
the star.

Part of the extra height in the models with magnetically sup-
ported atmospheres comes directly from the magnetic support.
Another comes from a secondary effect: since the atmosphere
intercepts more starlight, the interior is hotter than in the hydro-
static models, and the gas pressure scale height is greater. The
higher midplane temperatures near 1 AU resulting from mag-
netic support can be seen in Figure 6. On the other hand, the
magnetically supported bump casts a shadow that appears as a
dip in the temperature profiles at distances of several AU. Even
the hydrostatic model has a shadow when the dust abundance is
greatest in a ring near the disk’s inner edge (Figure 6, bottom;
blue curve). Starlight grazing the top of the dusty ring subse-
quently passes through material that is less opaque, reaching
unit optical depth only near 4 AU.

8.2. Is the System Bright Enough at
Near-infrared Wavelengths?

We wish to know whether the magnetic support increases the
near-infrared excess enough to account for the observed SEDs.
From the three SEDs in the top panel of Figure 7, one can see
that all the dust-depleted models are too faint at wavelengths
2–4 µm by factors of 2 or more relative to the median Herbig
system. Similar problems afflict the hydrostatic models that
are dusty throughout, as well as those that are dusty only in a
central ring (blue curves, middle and bottom). By contrast, the
versions with magnetic support lie close to the median SED at
near-infrared wavelengths (green and red curves). Considering
all nine models together, we see that four exceed the median
observed near-infrared excess. All four have, just outside the
sublimation radius, both a magnetized atmosphere and a near-
interstellar dust-to-gas mass ratio. The key to reprocessing the
extra starlight is a sufficient column of dust in the atmosphere,
so lower dust-to-gas ratios would allow a similar outcome if the
disk contained more gas than our chosen model (Figure 1). With
enough dust present, the magnetic support can readily account
for the excess that is missing from hydrostatic models.

The magnetically supported models all do a poor job of
matching the 10 µm silicate feature’s steep short-wavelength
side. The most likely reason is an incorrect shape for the
starlight-absorbing surface, due to the simple choices we made
for the profiles of surface density and magnetic support. The
disk annuli near 0.5 AU do show synthetic spectra with suitably
steep slopes from 6 to 10 µm, suggesting that the median silicate
band shape might be better matched with a shorter magnetically
supported bump placed nearer the star. A further possibility
is that typical Herbig disks’ opacities have a wavelength
dependence differing from the curves we used. Testing these
ideas is a challenge for the future. Each calculation takes about
a week of computer time, and many parameters remain to be
varied.

At wavelengths beyond 15 µm, the flux and SED slope
are affected by the shape of the disk surface at and outside
10 AU. Magnetic support generally means more starlight in-
tercepted near 1 AU and less outside 10 AU, making the outer
annuli cooler and leading to steeper declines in flux with wave-
length. The anticorrelation between the 7 µm excess and the
13.5-to-7 µm flux ratio observed by Acke et al. (2009) can thus
qualitatively be explained by a variation from one system to the
next in the strength of the magnetic support.
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Outlook	  
1. Dust	  is	  suspended	  in	  protostellar	  disk	  
atmospheres.	  	  Keeping	  it	  there	  requires	  sBrring.	  

2. Few	  observaBons	  yet	  disBnguish	  between	  sBrring	  
mechanisms.	  	  However,	  many	  disks’	  central	  regions	  
appear	  thicker	  than	  hydrostaBc	  support	  allows.	  

3. MagneBc	  forces	  can	  provide	  the	  extra	  support	  and	  
the	  sBrring	  if	  the	  conducBvity	  is	  high	  enough.	  

4. MagneBc	  coupling	  is	  good	  in	  the	  hodest	  zone	  near	  
the	  star,	  and	  in	  photo-‐ionized	  surface	  layers	  where	  
the	  Hall	  and	  ambipolar	  terms	  are	  important.	  


