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Multiple populations in GCs - key points:
• Ubiquitous; Na/O anti-correlation is present in all old GCs observed to 

date (though Mg/Al and large He spreads only in some).!
• Most GCs show no, or only very small (≲0.05 dex), spreads in Ca, Fe!
• Fraction of “anomalous” stars is large; 50% or more.
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Figure 2. Upper panel: [Mg/Fe] (circles), [Al/Fe] (squares), and [(Al+Mg)/
Fe] (triangles) abundance ratios as a function of the effective temperature.
Lower panel: [Al/Mg] ratios as a function of the temperature. Different symbols
indicate stars in the three groups (see the text and Figure 3).
(A color version of this figure is available in the online journal.)

Figure 3. Upper panel: Mg–Al anticorrelation in NGC 2808. Star to star
error bars are indicated. Lower panel: the same plot, with two dilution models
superimposed, starting at different primordial Mg levels.
(A color version of this figure is available in the online journal.)

Figure 4. Upper panel: distribution of [Al/Mg] ratios for the entire sample of
giants in NGC 2808. Lower panel: cumulative distributions of [Al/Mg] ratios in
the P (solid line), I (dotted line), and E (dashed line) groups. The probabilities
of the Kolmogorov–Smirnov test are also indicated.
(A color version of this figure is available in the online journal.)

We show in the upper panel of Figure 4 the distribution
of the [Al/Mg] ratios, which actually maximize the signal
along the anticorrelation and allow us to nicely trace the
three distinct clumps of stars separated by gaps at [Al/Mg] ∼
0.5 dex and [Al/Mg] ∼ 1.15 dex. The three components are
characterized by very different average values of the [Al/Mg]
ratio: −0.191±0.035 dex (σ = 0.160 dex, 21 P stars), +0.818±
0.065 dex (σ = 0.158 dex, 6 I stars), and +1.310 ± 0.050 dex
(σ = 0.100 dex, 4 E stars).

To evaluate how sound this division is, in the lower panel of
Figure 4 we plot the cumulative distribution of [Al/Mg] ratios
for each of the P, I, and E groups. A Kolmogorov–Smirnov test
always allows one to reject the null hypothesis that the three
components are extracted from the same parent population with
>99.999% confidence.

There is also a hint that the average metallicity slightly
increases with the [Al/Mg] ratio, from [Fe/H] = −1.136 dex
(σ = 0.032 dex) for the P group to [Fe/H] = −1.120 dex (σ =
0.020 dex) and [Fe/H] = −1.110 dex (σ = 0.006 dex) for the I
and E components, respectively. Although these values cannot
be considered formally different with a high level of confidence,
this finding is in qualitative agreement with the prediction that
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determination in our 15 clusters we could expect to measure O in
a maximum of 1089 stars, all those observed with the HR13 grat-
ing.

However, although all oxygen lines were carefully inspected
by eye, the combination of unfavourable observational con-
straints (too low a S/N, the faintness of stars in not well-
populated clusters) and/or of physical ingredients (very large O-
depletions, cluster low metallicity) prevented the O abundance
to be derived in all stars. We measured O abundances in a sub-
sample of 865 stars, including 313 upper limits.

Oxygen abundances were obtained from the forbidden [O ]
lines at 6300.3 and 6363.8 Å; the former was cleaned from tel-
luric contamination by H2O and O2 lines using a synthetic spec-
trum, as described in Paper I. Our experience with the analysis
of the first four clusters is that the contribution of the high exci-
tation Ni  line at 6300.34 Å to the measured EW is negligible
(see also Paper II), and the CO formation does not have a rele-
vant impact on the derived O abundances due to the rather high
temperature of our programme stars.

Sodium abundances could be obtained for many more stars,
since at least one of the Na  doublets at 5672–88 Å and at
6154–60 Å is always available (depending on the GIRAFFE
setup used). Again, the Na measurements were interactively
checked by eye in all cases where clear discrepancies between
abundances from the 2 to 4 different lines were present. Derived
average Na abundances were corrected for effects of depar-
tures from the LTE assumption according to the prescriptions
by Gratton et al. (1999).

This was our first step and it produced the number of stars
with both O and Na abundances derived from GIRAFFE spectra
listed in Col. 2 of Table 5, where for completeness we included
also the number of stars used in the Na-O anticorrelation in the
four previously analysed clusters.

Afterward, we checked for possible systematic effects in
Na abundances as derived from the two doublets. On average,
there are no large systematic differences, the mean difference
in the sense 6154–60 Å minus 5682–88 Å being ∆ log n(Na) =
+0.001 ± 0.007 dex, with rms = 0.181 dex from 678 stars.

However, we studied a large sample of stars in clusters span-
ning almost 2 dex in metallicity, and we detected a subtle statisti-
cal bias by plotting the differences as a function of [Fe/H]. When
the Na  lines at 6154–60 Å are very weak, they are measurable
only when spuriously enhanced by noise. This suggests that we
can overestimate the Na abundance using these lines in particu-
lar in metal-poor and warmer stars. To correct for this effect we
used an empirical parameter, defined as (Teff/100)−10×[Fe/H].

If this parameter was larger than 65, then:

– if only lines belonging to the 6154–60 Å doublet were avail-
able for the star, they were eliminated and the star was thus
dropped from the Na-O anticorrelation;

– for stars with 2, 3, 4 lines of Na, average [Na/Fe] > 0.2 dex
and rms(Na) < 0.2 dex, all the lines were retained;

– for stars with 2, 3, 4 lines of Na and rms(Na) > 0.2 dex, the
6154–60 Å lines were deleted;

After this correction (culling out stars, in particular in the most
metal-poor clusters), the number of stars participating to the Na-
O anticorrelation is the one listed in Col. 3 of Table 5.

Finally, our third step was to combine chemical composi-
tion measurements derived from the GIRAFFE spectra sample
with Na and O abundances derived from the analysis of UVES
spectra, for which analysis and element ratios are discussed in
Paper VIII. Regarding Fe, Na, and O, it suffices to say here that

Fig. 6. The Na-O anticorrelation for a grand total of 1958 individual red
giant stars in the 19 GCs of our project. [Na/Fe] and [O/Fe] ratios from
GIRAFFE spectra are shown as open (red) circles; abundance ratios
obtained from UVES spectra (Paper VIII) are superimposed as filled
(blue) circles and show no offset from the GIRAFFE sample. Arrows
indicate upper limits in oxygen abundances.

we followed the same procedures used for the GIRAFFE spec-
tra, both to obtain atmospheric parameters and the abundance
ratios.

There are 214 stars with UVES spectra analysed in the
19 clusters of our complete sample; of these, 172 stars are in
the 15 clusters of the present work, 170 of which have both O
and Na. [Na/Fe] and [O/Fe] abundance ratios from UVES spec-
tra are superimposed to the same ratios from GIRAFFE spectra
in Fig. 6. This figure shows that there is no obvious offset be-
tween the two data sets and, together with the very good agree-
ment obtained in iron abundances (see Fig. 4), this guarantees
that the two samples can be safely merged without introducing
any bias.

This is a crucial point for some clusters, especially for
NGC 6397, where only a handful of O detections (mostly upper
limits) could be extracted from the GIRAFFE spectra. Hence,
the final step in exploring the Na-O anticorrelation in our pro-
gramme clusters was to substitute O and Na values obtained
from the UVES spectra for stars observed with both instruments
and to add the values from stars with only UVES observations.

In Table 6 we list the abundances of O and Na (the complete
table is available only in electronic form at CDS) in each star of
the present subsample of 15 GCs. For O we distinguish between
actual detections and upper limits. The number of measured lines
and the rms values are also indicated.

Column 4 of Table 5 provides the final numbers of stars that
we used to build the Na-O anticorrelation in each of the 19 clus-
ters of this project. We have a grand total of 1235 red giants
with O and Na abundances derived homogeneously (936 in the
15 clusters analysed here), by far the largest sample collected up
to date.

In Fig. 7 the Na-O anticorrelation we obtain in all the
19 clusters is shown, with star-to-star error bars plotted in each
panel. In these plots we used all available stars in each cluster
with both Na and O abundances, irrespective of their derivation
from GIRAFFE or UVES (Paper VIII) spectra.

Na/O anti-correlation Mg/Al anti-correlation Complex CMDs

NGC 2808 
(Carretta 2014)

NGC 2808 
(Piotto et al. 2007)

19 GCs 
(Carretta et al. 2009)

“normal” “normal”



The Mass Budget Problem
• Enriched wind material (whether from AGB or MS stars) is 

insufficient to form a 2nd generation that is as massive as the 1st 
gen.!

• Initial masses of GCs predicted to have been 10-20 x higher than 
currently observed  
(Decressin et al. 2007; D’Ercole et al. 2008; Vesperini et al. 2010; Bekki 2011; Valcarce & Catelan 
2011; Conroy 2012)  
- More than 50% of the Galactic halo might consist of “lost” GC stars  
   (e.g. Martell et al. 2011; Gratton et al. 2012).!

• “Early disc accretion” scenario:  
- polluted material is swept up by discs around “1st gen” low-mass  
  stars.  
- Massive interacting binaries provide enough ejecta to avoid  
  mass-budget problem (Bastian et al. 2013).



The Na/O anticorrelation
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Fig. 3 The age-MV (a proxy
for mass) distribution for
clusters in the Milky Way, the
Sgr dSph, and the Large
Magellanic Cloud (open
squares); open clusters are
indicated by open circles; filled,
red symbols indicate globular
clusters where an Na–O
anticorrelation has been found;
green crosses the three clusters
where it is not confirmed (from
Gratton et al. 2010b); open stars
are globular clusters not yet
investigated

In a few globular clusters, also internal dispersion in heavy (neutron-capture)
elements has been found, but the exact connection with multiple populations is
not understood yet. Recent examples are NGC 1851 (Yong and Grundahl 2008;
Carretta et al. 2011a), where n-capture elements variations seem to correlate with
the light elements involved in the typical globular cluster (anti)correlations (such as
Al, Na) and where also a variable C + N + O abundance is found (Yong et al. 2009),
or not found (Villanova et al. 2010); and M22 (Marino et al. 2009, 2011b), where
n-capture elements correlate with Ca and Fe.

When we talk about photometric evidence of multiple populations, apart from
ω Cen, with its spectacular multiple RGBs visible in all visual colour–magnitude di-
agrams (e.g., Lee et al. 1999; Pancino et al. 2000) or M 54 projected on the Sgr dSph
population (e.g., Siegel et al. 2007), generally only subtle effects are expected on the
RGB, difficult to disentangle from errors or differential reddening. That is, unless
the ultraviolet bands are involved, or even better if we consider the Strömgren filters.
Sbordone et al. (2011) used theoretical computations to show the effects of different
chemical compositions in the observed colour–magnitude diagrams in the Johnson
and Strömgren systems. This is naturally explained by the influence of different (bi-
modal) N abundance, since NH- and CN-bands are present in the ultraviolet and blue
filters. Broadening or splits have been observed in several cases when the Johnson U
filter was available, see e.g. NGC 1851 (Han et al. 2009), NGC 3201 (Kravtsov et al.
2010), NGC 288 (Roh et al. 2011), but curiously not in IC 4499 (Walker et al. 2011).
The effect is even stronger in the intermediate-band Strömgren photometry, which
has long been used to derive C and N abundances (see e.g., Anthony-Twarog et al.
1995 for M 22; Hilker and Richtler 2000 for ω Cen). Spreads, separations, secondary
sequences have been found for several clusters. Lee et al. (2009), using a narrow-band
filter centred on the Ca II H + K lines, claimed not only that all the eight globular

Open clusters - chemically homogeneous

LMC YMCs - no Na/O anticorr. (Mucciarelli+ 2014)

Gratton et al. 2012

Only found in old GCs so far. But YMCs with comparable 
masses are rare and far away. Na/O anticorr.

No data
LMC
Not confirmed?

?
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ESO 338-IG04 - Cluster 23

t = 6+4-2 Myr
Av = 0
M~ 1x107 Msun
Rbubble ~ 120-200pc
Z = 0.2 Zsun

• Bubble began expanding 1-3 Myr after 
formation
• Efficiently removed any pristine 
material out to hundreds of parsecs 
(still expanding at 40 km/s)
• Metallicity below that of Galactic 
globular clusters that show anomalies

Östlin et al. 2007

See also Katie Hollyhead’s talk on Friday

200pc100pc

Monday, 21 July 14

Courtesy N. Bastian



GCs in dwarf galaxies

1972 I. Y. Georgiev et al.

galaxies which contain bGC candidates. There are eight galaxies
(20 per cent) with only rGCs which are treated as galaxies with null
GC detections. The lack of bGCs does not necessarily mean that
some of the rGCs cannot be real GCs due to the effects discussed
above. Therefore, given these uncertainties, our SNs represent a
conservative lower value for the SN values of faint late-type galaxies.

In Section 4.2.2, we discuss the implications and limitations of
the presence of rGCs for the model we are testing.

Overall, the observed trend of increasing SN with decreasing
host galaxy luminosity holds for the entire sample and in partic-
ular for dIrrs. Because of their small sample size, the trends for
dEs/dSphs and Sm galaxies are less conclusive from our data alone.
Grey triangles show galaxies where no GC candidates are detected.
Their SN values were adjusted for illustrative purposes only. No-
tably, Fig. 2 shows that for low-luminosity galaxies the difference
between total SN (where the rGCs sample can include background
contaminants) and bGC SN (the most trustworthy value) differs a
little quantitatively, but not significantly in the qualitative sense due
to the logarithmic scaling. Thus, the observed general trend of an
increasing SN value with decreasing galaxy luminosity is present
even if only SN values calculated from the bGCs are considered. It
is important to note that all SN values for the late-type dwarfs rep-
resent their present-day values. Passive evolutionary fading of the
integrated galaxy light will increase the SN values by a factor of 2–
16 for our dIrr and Sm galaxy samples (assuming NGC = constant).
This is shown by an arrow in Fig. 2, which indicates the change in
SN if a galaxy passively fades due to stellar evolution by !MV =
1.5 mag. This corresponds to an evolution from 3 to 14 Gyr at LMC
metallicity as inferred from SSP models (e.g. Bruzual & Charlot
2003).

3.1.2 Comparison of SN values of late-type dwarf galaxies

In Fig. 3 we compare the SN values of our sample dwarfs with
those of late-type dwarfs from Sharina et al. (2005), all in field
environment, and Virgo and Fornax cluster dIrrs from Seth et al.

Figure 3. GC specific frequency as a function of absolute galaxy magnitude
for dwarf galaxies at low-density environment from Sharina et al. (2005)
and Georgiev et al. (2008, 2009a) and for dIrrs in Virgo and Fornax clusters
from Seth et al. (2004) and Georgiev et al. (2006). dIrr galaxies are shown
with solid circles, plus signs and asterisks; dSphs with open and dashed-
open circles; Sms with solid squares. With solid pentagons, we show SN

values of the best-studied GCSs in nearby dIrrs – the LMC and SMC. Grey
triangles at the bottom of the plot represent galaxies in which no GCCs were
detected. The arrow indicates passive evolutionary fading as in Fig. 2.

(2004) and Georgiev et al. (2006), as well as the Magellanic Clouds.
It is clearly seen that, combined with the data from the literature,
we observe a general trend of increasing SN with decreasing galaxy
luminosity for dIrrs. Such a trend has been previously observed
for early-type dEs (e.g. Miller et al. 1998; Strader et al. 2006).
The dIrrs in our sample are systematically brighter than dSphs by
∼3 mag, indicating younger ages. As mentioned above, a simple
picture of passive evolutionary fading of the dIrrs can shift their SN

values towards the dSphs region, parallel to the average trend. This
supports the notion that if the number of GCs remains unchanged,
the high-z analogues of present-day dIrrs might be the progenitors
of the more evolved dSphs/dEs (e.g. Miller et al. 1998; Seth et al.
2004).

To investigate the formation efficiency of GCs as a function of
galaxy luminosity, we extend the galaxy mass range and morphol-
ogy by including data from the literature. In Fig. 4, we compare
the specific frequencies of the dwarf galaxies discussed above with
those of early-type galaxies in the Virgo galaxy cluster from Peng
et al. (2008) and other massive elliptical and spiral galaxies from the
compilation by Spitler et al. (2008) who selected galaxies with ro-
bustly derived GCS properties (deep photometry and completeness
limits, adequate spatial coverage, etc.) from the literature (Ashman
& Zepf 1998; Forbes, Georgakakis & Brodie 2001; Forte et al.
2001; Rhode & Zepf 2001, 2003, 2004; Dirsch et al. 2003; Gómez
& Richtler 2004; Dirsch, Schuberth & Richtler 2005; Harris et al.

Figure 4. Top: GC specific frequency versus absolute galaxy magnitude
for a range of galaxy masses, morphologies and environments. The various
symbol types are explained in the figure legend. Massive and dE galaxies
as well as spirals have been collected from the literature as explained in
Section 3.1. With larger symbol sizes (dots, circles and squares), we indicate
the dwarf galaxies in our sample. Grey triangles at the bottom of the plot
represent galaxies in which no GCCs were detected. The large symbols
connected with a line are the co-added running average of the SN values
per magnitude bin for the different galaxy morphological types. The error
bars are the standard deviation at that magnitude bin. The dash–dotted line
indicates the SN value if a galaxy hosts one GC (cf. equation 5). Bottom:
fraction of galaxies with GC detections for the magnitude bins used to derive
the mean SN value in the top panel.

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 406, 1967–1984

Fornax: SN~26

IKN: SN~124

Georgiev et al. (2010)

WLM: SN~1.6

SN = NGC × 100.4(MV +15)
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Some dwarf galaxies have extremely rich GC systems for their sizes

(Milky Way: SN~1/2)



The Fornax dSph
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ABSTRACT

We present a high resolution (R ∼ 43 000) abundance analysis of a total of nine stars in three of the five globular clusters associated
with the nearby Fornax dwarf spheroidal galaxy. These three clusters (1, 2 and 3) trace the oldest, most metal-poor stellar populations
in Fornax. We determine abundances of O, Mg, Ca, Ti, Cr, Mn, Fe, Ni, Zn, Y, Ba, Nd and Eu in most of these stars, and for some stars
also Mn and La. We demonstrate that classical indirect methods (isochrone fitting and integrated spectra) of metallicity determination
lead to values of [Fe/H] which are 0.3 to 0.5 dex too high, and that this is primarily due to the underlying reference calibration typically
used by these studies. We show that Cluster 1, with [Fe /H] = −2.5, now holds the record for the lowest metallicity globular cluster.
We also measure an over-abundance of Eu in Cluster 3 stars that has only been previously detected in a subgroup of stars in M 15.
We find that the Fornax globular cluster properties are a global match to what is found in their Galactic counterparts; including deep
mixing abundance patterns in two stars. We conclude that at the epoch of formation of globular clusters both the Milky Way and the
Fornax dwarf spheroidal galaxy shared the same initial conditions, presumably pre-enriched by the same processes, with identical
nucleosynthesis patterns.

Key words. stars: abundances – galaxies: dwarf – galaxies: star clusters

1. Introduction

It is now established that some dwarf galaxies have globular
cluster systems around them (Lotz et al. 2004; van den Bergh
2005; Seth et al. 2004). Their possible common origin with
clusters in larger parent galaxies, the link between the dwarf
galaxy field and globular cluster stars are open questions to be
addressed. The largest samples of dwarf galaxies with globular
cluster systems are however distant, and this restricts the analy-
ses to using integrated properties.

Fornax and Sagittarius are the nearest dwarf spheroidal
galaxies (dSph) with globular clusters and can be resolved into
individual stars. The Fornax dSph contains five star clusters
(Shapley 1938; Hodge 1961) and while the Sagittarius dSph is
obscured by dust and confused by merging with our Galaxy,
Fornax is high above the Galactic plane, therefore offering
a uniquely useful target for investigation, see Fig. 1.

The ages of the Fornax globular clusters have been deter-
mined by fitting isochrones to deep HST Colour–Magnitude
Diagrams [CMDs] (Buonanno et al. 1998, 1999). They are found
to be the same age as old metal-poor Galactic clusters M 92
and M 68 (around 13 Gyr old) to within ±1 Gyr, with the

! Based on UVES observations collected at the European Southern
Observatory, proposal number 70.B-0775.
!! Appendices are only available in electronic form at
http://www.edpsciences.org

Fig. 1. A ≈ 85′ × 62′ DSS image of the Fornax dSph. North is up
and East is to the left, as indicated. We have marked the position of
the 5 GCs using the numbering scheme defined by Shapley (1938) and
Hodge (1961).

exception of Cluster 4, which seems buried in the center of
Fornax and maybe younger by about 3 Gyr. The cluster metal-
licities have been estimated with different techniques ranging
from fitting a slope to the Red Giant Branch (RGB) to high
and medium resolution spectroscopy of the integrated light of

Article published by EDP Sciences and available at http://www.edpsciences.org/aa or http://dx.doi.org/10.1051/0004-6361:20054439

1o

(image from Letarte et al. 2006)

5 GCs, MV ~ -13.1  
(Hodge 1961; Mateo 1998)
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Table 2
Orbital Parameters of Local Group Satellites with Known Orbit

Galaxy Sgr (last) Sgr (Penultimate) Leo I Sculptor Carina Ursa Minor Fornax Sextans

D (kpc) 25 ± 2 25 ± 2 250 ± 30 87 ± 4 100 ± 5 76 ± 3 138 ± 8 86 ± 4
l (◦) 6.7 6.7 226 283 260 105 237 243
b (◦) −24.4 −24.4 +49.0 −84.5 −22.2 +44.8 −65.8 +43
vr,h (km s−1) +137 +137 +259 +110 +223 −247 +53 +227
µl (mas year−1) −2.58 ± 0.20 −2.58 ± 0.20 · · · −0.09 ± 0.14 −0.08 ± 0.09 0.51 ± 0.17 0.29 ± 0.05 0.24 ± 0.42
µb (mas year−1) 2.07 ± 0.20 2.07 ± 0.20 · · · 0.01 ± 0.13 0.25 ± 0.09 0.20 ± 0.17 0.52 ± 0.05 −0.14 ± 0.42
Rc (kpc) 1.50 1.50 0.17 0.1 0.18 0.20 0.40 0.32
σ0 (km s−1) 9.6 ± 1.0 9.6 ± 1.0 8.8 ± 1.3 6.6 ± 1.0 6.8 ± 1.0 9.3 ± 2.0 11.1 ± 0.7 6.6 ± 0.7
rperi (kpc) 16.5 ± 2.4 16.5 ± 2.4 0 76 ± 4 24 ± 5 48 ± 8 129 ± 17 69 ± 9
t − tp (Gyr) 0.023 ± 0.011 1.0 ± 0.2 1.02 ± 0.12 0.28 ± 0.03 0.81 ± 0.12 1.5 ± 0.3 6.3 ± 2.9 0.32 ± 0.08
Rb,obs (kpc) 7.3 ± 0.6 7.3 ± 0.6 0.58 ± 0.14 1.3 ± 0.2 0.70 ± 0.14 0.65 ± 0.10 2.4 ± 0.2 · · ·
Rb,pred (kpc) 0.14 ± 0.08 5.4 ± 2. 5.1 ± 1.3 1.04 ± 0.11 3.1 ± 0.4 7.9 ± 1.5 39 ± 18 1.2 ± 0.4
Refs. 1, 2, 3 1, 2, 3 4, 5, 6 7, 8, 9 5, 10, 11, 12 5, 13, 14, 15 5, 16, 17 5, 18

References. (1) Majewski et al. (2003); (2) Dinescu et al. (2005); (3) Bellazzini et al. (2008); (4) Caputo et al. (1999); (5) Mateo (1998, 2008);
(6) Koch et al. (2007); (7) Walcher et al. (2003); (8) Westfall et al. (2006); (9) Piatek et al. (2006); (10) Majewski et al. (2000, 2005); (11) Muñoz et al.
(2006); (12) Piatek et al. (2003); (13) Palma et al. (2003); (14) Muñoz et al. (2005); (15) Piatek et al. (2005); (16) Rizzi et al. (2007); (17) Piatek et al.
(2007); (18) Walker et al. (2008).

pinning down the exact location of the break observationally,
as well as the fact that Equation (5) tends to underestimate the
location of the break when it occurs as close to the core as in
the case of Sagittarius.

Finally, as a sanity check, the dashed arrow in the Sgr panel
of Figure 5 shows the location of the “tidal radius” computed
using Equation (3) at perigalacticon. This is only of order
400 pc, well inside Sgr’s stellar core radius, implying that Sgr
is doomed to lose most of its stellar mass in subsequent orbits.

4.2. Other Milky Way dSphs

We analyze here the other five dSphs (aside from Sagittarius)
where a “break” in the outer profile has been reported in the
literature. Information on these dwarfs (Leo I, Sculptor, Carina,
Ursa Minor, and Fornax) is listed in Table 2. Of the six, only Leo
I has no available measurement of its proper motion, although
its large Galactocentric distance (255 kpc; Caputo et al. 1999;
Held et al. 2001; Bellazzini et al. 2004) together with its extreme
heliocentric radial velocity (vrad,h # 283 km s−1; Koch et al.
2007; Mateo 1998, 2008), are suggestive of a highly radial
orbit. We can therefore safely neglect the tangential velocity
component when estimating the time elapsed since the last
pericentric passage.

The surface density profiles of the six dwarfs with claimed
“breaks” are shown in Figure 5, together with those of three
other well-studied dSphs (Draco, Leo II, and Sextans). Each
profile has been scaled to its individual central surface density
and core radius, for ease of comparison. The solid and dotted
lines show, in each panel, a Plummer and a King (cK = 4)
model, respectively. For systems with full orbital information,
we also show the position of the break radius as predicted
from Equation (5) (solid arrows) and the tidal radius, rtid
(Equation (3)), calculated at perigalacticon (dashed arrows).

4.2.1. Fornax

The Fornax dwarf provides probably the clearest case of
a dwarf whose stellar component has not been disturbed by
Galactic tides. Not only is the tidal radius clearly well outside
the luminous radius, but also there is no evidence for distensions
in the outer profile that may be ascribed to the past effect of tides.
A ck = 4 King model fits the surface density profile of Fornax
extremely well, down to the last measured point.

4.2.2. Leo I

The case of Leo I is less clear-cut. Sohn et al. (2007) report a
“break” in the outer regions, which we highlight with triangles
in the corresponding panel of Figure 5. This figure shows that
there is indeed an excess relative to a King model fit to the
inner profile, but not relative to a Plummer law. Application of
Equation (5) suggests that a tidal break should be located well
beyond 10Rc, and thus outside the region surveyed around this
dwarf. This implies that the outer profile of Leo I should be
in dynamical equilibrium, and that no transients of tidal origin
should be detectable in the data presently available.

This does not exclude the possibility that Leo I might have
been tidally disturbed in the past. Indeed, its outer profile
resembles closely the Plummer profile which, according to our
results, tidally disturbed systems should evolve to. Interestingly,
Mateo et al. (2008) find an increase of the orbital anisotropy
for the stellar population located beyond the reported “break”
radius. Further data that extend out into the region where
local crossing times are comparable to the time elapsed since
pericenter are needed to determine whether this dwarf has really
been affected by Galactic tides.

4.2.3. Sculptor

Sculptor is also a difficult case. Its projected density profile
is well described by a Plummer law, as would be expected
for a relaxed system that has undergone tidal stripping, but
the pericenter of its orbit seems too large for tides to have
played a role. Indeed, we find that the tidal radius lies well
beyond the stellar radius (assuming the orbital pericenter to be
rperi ∼ 76 kpc; see Table 2). Equation (5) predicts a break at
#1 kpc (indicated by the solid arrow in Figure 5), but there is
no obvious feature in the profile at that radius. We conclude that
the “break” claimed by Westfall et al. (2006) at ≈1.5 kpc is not
tidal in origin but likely a result of fitting a King model to a
profile that is best described by a power law at large radii.

4.2.4. Carina

The presence of a break in the outer profile is probably clearest
in the case of the Carina dSph (Majewski et al. 2005). As shown
in Figure 5, the surface density profile of this galaxy can be
accurately fitted by a King model with concentration cK = 4

Peñarrubia et al. 2009

Total stellar mass  
M* ~ 6×107 M⊙ !
(Coleman & de Jong 2008).!
!
Mass of GCs ~ 106 M⊙ 
(~1.7% of M*)



The Fornax GCs

~24 pc

Fornax 1 
(R=1.6 kpc)

Fornax 2 
(R=1.1 kpc)

Fornax 3 
(R=0.4 kpc)

Fornax 5 
(R=1.4 kpc)

HST WFPC2+WFC3!
F343N/F555W/F814W

Fornax 4 
(R=0.2 kpc)



Metallicities from high-dispersion spectroscopy

Larsen et al. (2012)

- Fornax 1, 2, 3, 5 all have [Fe/H] < -2!
!
- Field star metallicities peak near [Fe/H] = -1  

(Battaglia et al. 2006; Kirby et al. 2011).
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Table 9. Iron abundances, [Ca/Fe] ratios and radial velocities for the
five GCs in Fornax from high-dispersion spectroscopy.

[Fe/H] [Ca/Fe] vr (km s−1) Source
Fornax 1 −2.5 ± 0.1 +0.15 ± 0.04 59 ± 1 L06
Fornax 2 −2.1 ± 0.1 +0.20 ± 0.03 64 ± 1 L06
Fornax 3 −2.3 ± 0.1 +0.25 ± 0.08 60.4 ± 0.2 This work
Fornax 4 −1.4 ± 0.1 +0.13 ± 0.07 47.2 ± 0.1 This work
Fornax 5 −2.1 ± 0.1 +0.27 ± 0.09 60.6 ± 0.2 This work

Notes. For [Fe/H] the overall errors are set to ±0.1 dex, including an
estimate of systematic errors. For the remaining entries the errors are
standard errors on the mean, based on the rms deviation of individual
measurements.

mass-to-light ratios (M/LV ). The quoted errors only take into ac-
count the uncertainties on the velocity dispersions, determined
from the scatter around the red lines in Fig. 5. The MV mag-
nitudes are based on the catalogue of Webbink (1985). Within
the errors, our masses and M/LV ratios agree well with those
of Dubath et al. (1992). In particular, we confirm that Fornax 4
has a significantly lower M/LV ratio than the other, more metal-
poor clusters. While this trend runs contrary to predictions by
standard SSP models, it is similar to that seen for a much
larger sample of GCs in M31 (Strader et al. 2009, 2011).
Indeed, the M/LV ratio of Fornax 4 is very similar to those of
old M31 globular clusters of similar metallicity. The M/LV ra-
tios of Fornax 3 and 5 are very high, even by comparison with the
most metal-poor clusters in M31 of which most have M/LV < 3
(Strader et al. 2011). Dynamical effects will, in general, tend
to lower the observed mass-to-light ratios relative to canonical
SSP model predictions, both via the preferential loss of low-
mass stars (Kruijssen & Lamers 2008), and by leading to an
underestimate of the true masses by dynamical measurements
because the measured velocity dispersions and structural param-
eters will be most sensitive to the more massive stars, located
preferentially near the centre (Fleck et al. 2006; Miocchi 2006).
More exotic explanations include non-standard IMFs or even
dark matter. Both top-heavy and bottom-heavy IMFs may in fact
contribute to higher M/LV ratios – the latter due to the increased
number of faint low-mass stars, and the former due to an in-
creased number of dark remnants (Dabringhausen et al. 2009).
Binary stars could also lead to inflated velocity dispersions in
integrated-light measurements. Common to all these potential
explanations is that it is unclear why they should apply exclu-
sively to the metal-poor Fornax GCs.

6. Discussion

6.1. Overall metallicities

Combining the data from L06 and the present work, all five GCs
in the Fornax dSph now have chemical abundance measurements
from high-dispersion spectroscopy. In Table 9 we summarize
the [Fe/H] and [Ca/Fe] values, where the latter may be taken
as a proxy for the [α/Fe] ratio. For reference, we also include
the radial velocity measurements, using our own measurements
for Fornax 3, 4 and 5 and those of L06 for Fornax 1 and 2. From
this table it is now clear that the metallicity of Fornax 4 is indeed
much higher (by almost a full dex) than the average of the other
clusters. Because our measurements do not rely on any interme-
diate calibration steps of the metallicity scales, we believe this
is a solid result. Moreover, any differences in the CMDs (such
as the redder horizontal branch morphology of Fornax 4) are ex-
plicitly taken into account in our analysis. We note that the CMD

of Fornax 4 is, in fact, fairly well fit by a Dotter et al. (2007)
isochrone with [Fe/H] = −1.5 (Fig. 4). This is partly helped
by the fact that we adopt a smaller E(V − I) value than that of
Buonanno et al. (1999), making the RGB intrinsically redder and
thus consistent with a higher metallicity.

It is interesting to compare the metallicity distribution
of the field stars in Fornax with the GC data. Field star
metallicities have been measured by Battaglia et al. (2006)
from Ca ii IR triplet spectroscopy. Comparing their metallic-
ity distribution for the field stars (their Fig. 19), we see that
Fornax 1, 2, 3 and 5 all belong at the extreme metal-poor tail
of this distribution. A more detailed analysis shows that a very
large fraction, about 1/5−1/4, of the most metal-poor stars in
Fornax are found within the four most metal-poor GCs (Larsen
et al. 2012). The differences in chemistry are correlated with
the spatial locations of the clusters, with Fornax 4 being located
close to the centre of the Fornax dSph while the other, more
metal-poor clusters are found further out, and in fact Strader
et al. (2003) speculated that Fornax 4 may be the nucleus of the
Fornax dSph. In this context it may be relevant that the radial
velocity of Fornax 4 deviates by about 6 km s−1 from the mean
systemic velocity of the Fornax dSph.

We may also compare the metallicities of the Fornax GCs
with those in the Milky Way. The McMaster catalog (Harris
1996) lists 11 clusters with [Fe/H] < −2, a fraction of only 7%
of the Milky Way GC system. In striking contrast, 4 out of 5 GCs
in Fornax have [Fe/H] < −2. In fact, the more “metal-rich”
cluster, Fornax 4, has a metallicity close to the peak of the
metallicity distribution of Milky Way halo clusters, which is at
[Fe/H] ≈ −1.5 (Zinn 1985). It thus appears unlikely that a ma-
jority of the Milky Way GC system could have been accreted
from Fornax-like dwarf galaxies.

6.2. α-elements

The abundances of different α-elements (O, Mg, Si, Ca, Ti)
are generally found to correlate tightly with each other in
field stars both in the Galaxy and in dSphs, with a tendency
for the [Mg/Fe] ratio to be slightly higher than that of the
other α-elements in the dSphs (Venn et al. 2004). It is there-
fore interesting that we find a significantly lower [Mg/Fe] ra-
tio in the Fornax GCs compared to [Ca/Fe] and [Ti/Fe]. In
fact, our [Mg/Fe] ratios are consistent with being roughly so-
lar in all three GCs. A similarly low [Mg/Fe] ratio compared to
other α-elements has been found for the integrated light of GCs
in M31 (Colucci et al. 2009) and the LMC (Colucci et al. 2012).
Colucci et al. found this to be accompanied by an elevated
Al abundance. It is thus likely that we are detecting the sig-
natures of the abundance anomalies of light elements that are
well-known in Galactic GCs, specifically the Mg-Al anticor-
relation (Gratton et al. 2001, 2012). It is perhaps not highly
surprising that these abundance anomalies are present in ex-
tragalactic GCs, given their ubiquity in Galactic GCs, but the
demonstration that they are detectable in integrated light is a
very important step towards establishing whether these anoma-
lies are unique to ancient GCs. Low-mass open clusters in the
Milky Way do not display these patterns (Pancino et al. 2010).
However, it is unclear whether this implies fundamentally dif-
ferent origins for open and globular clusters, or simply reflects
the large differences in the typical masses of objects belonging
to either category that have been subject to detailed study. Any
low-mass analogs of the surviving GCs have disrupted long ago,
and are thus inaccessible to direct observations. A large frac-
tion of the Galactic halo may indeed have formed originally in
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GCs and field stars in Fornax
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Fig. 18. Metallicity distribution with elliptical radius for the Fornax
dSph. Note the trend of decreasing metallicity with radius and the ab-
sence of very metal poor stars (dotted line indicates [Fe/H] = −2.8).

Fig. 19. Histogram of metallicity measurements for individual RGB
stars in the Fornax dSph (solid line: all velocity members; dotted line:
velocity members within r < 0.4 deg from the centre; dashed line: ve-
locity members between 0.4 < r < 0.7 deg from the centre; dashed-
dotted line: velocity members at r > 0.7 deg from the centre).

component we could cause the small observed number of MP
stars with velocity close to the systemic in the inner bin. This
can be explored by changing the cut in metallicity, e.g. using
[Fe/H] < −1.6 for the metal poor component, and [Fe/H] >
−1.1 for the metal rich one. We find the same features for the
MP distribution at r < 0.4 deg as in the case with a metallicity
division at [Fe/H] = −1.3, showing that the choice of a different
metallicity cutoff does not alter our conclusions and accentuates
the differences between the velocity distributions for metal rich
and metal poor stars.

We tested to see if the differences in velocity distribution be-
tween the metal poor and the metal rich components are statisti-
cally significant: can the metal poor population in the inner bin
be drawn from the metal rich and how significant would this be?
A two-sided KS-test applied to the velocity distributions gives
a probability of 0.7%, 0.4% and 16% that the MP stars in the
first bin might be drawn from the same distribution as respec-
tively: the MR stars in the inner bin; the MR stars in the middle
bin; the MP stars in the middle bin. Thus the differences in the
velocity distribution of MR and MP stars are unlikely to be an

artifact of the observed number of stars, and instead point to sig-
nificantly different kinematic behaviour of different metallicity
components.

We also tested to see if the differences between the velocity
distribution of MP stars in the inner and middle bins, reflected in
the relatively low value of the K–S test, are due to the peculiar-
ities of the velocity distribution of the MP stars at r < 0.4 deg,
or are intrinsic. Thus, we artificially “removed” the two velocity
peaks by considering as the “expected” number of stars at the ve-
locities of the peaks as the average of the number of stars in the
adjacent bins. We then randomly removed the stars in “excess”
from the velocity peaks (5.5±2.3 for the peak at ∼40 km s−1 and
14 ± 4 at ∼70 km s−1). The velocity distribution of the remain-
ing stars is compatible with a Gaussian distribution with velocity
dispersion σ = 13.4 ± 1.74 km s−1 (probability of 99.85% from
a KS-test). In this case MP stars in the inner and middle distance
bins have a 93.7% probability of having been drawn from the
same velocity distribution.

Thus Fornax dSph shows clear differences in the kinematics
of its MR and MP component. Contrary to expectations, part
of the metal poor component, arguably the oldest component,
displays non-equilibrium kinematic behaviour at r < 0.4 deg.
A possible explanation for this is that Fornax recently captured
external material which is disturbing the underlying distribution.
Since we detect signs of disturbance only in the MP component,
we argue that part of the object accreted by Fornax must have
been dominated by stars more metal poor than [Fe/H] < −1.3.

4.2. Age determination

It is well known that the main uncertainty in deriving the abso-
lute ages of stars in a CMD of a complex stellar population (i.e.
a galaxy) is that the position of a star changes depending degen-
erately upon both age and metallicity. We can break this degen-
eracy using metallicities derived from spectroscopy. In Fornax
we can use our spectroscopic metallicities of 562 RGB stars to
determine which isochrone set to use to determine the ages of
these stars, and thus produce an age-metallicity relation for the
galaxy over the age range covered by RGB stars (>1 Gyr). The
ages we determine in this way remain uncertain in absolute terms
due to the limitations in the stellar models used to create the
isochrones, but in relative terms the ages are accurate. Given the
low systemic velocity of Fornax there will be foreground stars
contaminating our samples.

We chose to use the Yonsei-Yale isochrones (Yi et al. 2001;
Kim et al. 2002) because they cover the range of ages and metal-
licities we require in a uniform way, and they allow for a vari-
ation in [α/Fe]. They also provide a useful interpolation pro-
gramme which allows us to efficiently calculate the exact set
of isochrones to compare with each spectroscopic metallicity.
These isochrones did have the problem that they did not always
extend up to the tip of the RGB for young metal rich stars, but
comparison with the Padua isochrones (Girardi et al. 2000) of
the same metallicity suggested that we could extrapolate these
Y-Y isochrones to the tip of the RGB which allowed us to deter-
mine ages of the young metal rich stars in our sample.

In Fig. 22a we plot the CMD of the 39 stars in our spectro-
scopic sample with [Fe/H] = −1.7 ± 0.1 and over-plot the Y-Y
isochrones of the same metallicity for two different ages: the ma-
jority of metal poor stars fall on the blue side of the RGB and are
consistent with old ages (>10 Gyr old), and thus can be associ-
ated with the ancient component from the photometric analysis
in Sect. 3. The stars found outside the range of the isochrones to
the red (V − I ! 1.4) may be Galactic contamination. There are

Field stars: Battaglia et al. (2006), Ca II triplet spectroscopy.!
GCs: Letarte et al. (2006); Larsen et al. (2012)

GCs much more 
metal-poor than most 
field stars.

Few field stars at  
[Fe/H]<-2



Field stars and GCs in Fornax: Metallicity distributions

Larsen et al. (2012, A&A 544, L14)!
Field stars: Battaglia et al. (2006), corrected for 
spatial coverage.!
GCs: Letarte et al. (2006), Larsen et al. (2012)

For [Fe/H] < -2: !
Mass in field stars ~ 3×106 M⊙!
Mass in GCs         ~ 1×106 M⊙!
!
About 1/5-1/4 of all metal-poor 
stars in Fornax dSph belong to 
F1+F2+F3+F5.!
!
Clusters could at most have been 
~4-5 times more massive initially!!
!
This assumes no other clusters or 
field stars formed with similar 
metallicity, no “infant mortality”.



The WLM dIrr

1 old GC: MV=-9.0, M~6×105 M⊙!
(Humason et al. 1956; Ables & Ables 1977; 
Sandage & Carlson 1985; Larsen et al. 2014a)

D(WLM-Milky Way)~925 kpc!
D(WLM-M31) ~ 950 kpc!
Near edge of Local Group!
MV ~ -14.5
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Figure 2. Full metallicity distribution functions for 126 stars out of 180 stars in
our WLM data set in which the spectra had S/N ! 10 Å−1. Each panel shows
the distribution derived from a different empirical calcium triplet calibration.
The full distribution is shown in black, the original 78 stars from the FORS2
data set of Paper I are shown in blue, and DEIMOS spectra of the highest
S/N quality are shown in green. Within a given calibration, samples show good
agreement, providing confidence in even the lowest S/N DEIMOS stars.
(A color version of this figure is available in the online journal.)

DEIMOS and FORS2 observations (which show a difference
of 0.13 ! ∆[Fe/H] ! 0.31), and a similar mean metallicity
(−1.27 ± 0.04; −1.28 ± 0.02) for all of the stars in Paper I and
this full sample. Additionally, the radial gradient computed in
Paper I (d[Fe/H]/drc " −0.076 ± 0.03 dex r−1

c ) is unchanged
when we apply the Cole et al. (2004) calibration to the joint
sample of FORS2 and DEIMOS spectra (d[Fe/H]/drc "
−0.08 ± 0.03 dex r−1

c ). Therefore, while there are subjective
choices on the metallicity scale, EW measurements, and CaT
calibration, these changes are all within the errors. This suggests
that given the large uncertainties inherent in the spectroscopy of
stars in distant galaxies like WLM, our joint MDF is sufficiently
robust to analyze the global metallicity properties.

3.3. Age Derivations

Age derivations were discussed in Paper I and Paper II for the
WLM sample. Ages were derived using the published photom-
etry and the Demarque et al. (2004) stellar evolution models.
The older library is chosen due to the metallicities in the larger

sample and the new calibration being outside the range of the
Victoria–Regina models used in Paper I. In addition, a greater
flexibility in α-abundances is possible with the Demarque et al.
(2004) models. The V and I photometry, reddening, and dis-
tance moduli were taken from Papers I and II on WLM, and
are discussed therein. The ages were interpolated using the grid
of isochrones, the dereddened photometry, and spectroscopic
[Fe/H] and [α/Fe] estimates. As in Paper II, the [α/Fe] val-
ues were interpolated as a function of [Fe/H] using the litera-
ture values from Colucci et al. (2010), Venn et al. (2003), and
Bresolin et al. (2006) to describe the mean trend of [α/Fe] versus
[Fe/H] in WLM. Errors were assigned by propagating the pho-
tometric, reddening, and distance modulus uncertainties, as well
as the spectroscopic abundance uncertainties into the position
of the star on the color–magnitude diagram. Ages derived us-
ing this method will be valid in a differential sense within a
sample, as there are strong systematic uncertainties between the
stellar evolution libraries used in various studies. However, the
metallicity uncertainties dominate over the choice of evolution
library for such distant systems as WLM, therefore the general
age–metallicity properties of WLM may be extracted. The rel-
ative random uncertainty on age for an individual WLM star
is ∼50%.

3.3.1. Quantifying Systematic Age Errors

The random error captures the uncertainty in derived age due
to errors in color, magnitude, and [Fe/H], however, there are
three additional systematic errors not included in the previous
section that must be quantified—asymptotic giant branch (AGB)
contamination, differential (internal) reddening, and variations
in [α/Fe]. WLM exhibits an extended SFH (Dolphin 2000),
therefore it is highly probable to sample stars on the giant branch
with ages 1.6–12 Gyr. In addition, the distance of WLM makes
it difficult to accurately differentiate second ascent giant branch
stars from photometry with much confidence. This means that
within the sample there may be AGB stars; these do not affect
the derived [Fe/H] or velocities but can produce a bias in the
inferred age. Using the SFH of Dolphin (2000), it is possible
to roughly estimate the AGB contamination rate within the
color and magnitude range of the WLM spectroscopic targets. A
conservative upper limit on the contamination fraction is ∼40%,
with about 1/3 of those AGB stars being younger than 2.5 Gyr,
and a third older than 9 Gyr. Using a grid of isochrones, it
is possible to work out for a given color and magnitude the
difference in age between an RGB and an AGB star. The
systematic age error due to AGB contamination is found to
be strongest at young ages. Specifically, an AGB star of 1.6 Gyr
would have its age underestimated by 20% if it were considered
an RGB star in the sample. This percentage drops to 10% for a
2 Gyr star, and 5% for a 10 Gyr star.

The unknown nature of differential internal reddening and
star-to-star variations in α-element abundances in WLM stars
will contribute additional systematic errors. To numerically
estimate the combined systematic uncertainty due to these
two factors and the abovementioned AGB contamination, we
proceeded as follows. For a test star of a given true age and
[Fe/H], and fixed evolutionary position ∼0.5 mag below the tip
of the RGB (TRGB), we randomly drew a possible variation
in (V − I) (due to reddening), and [α/Fe], as well as gave it a
50% chance of being an AGB star. The distribution of internal
reddenings was drawn from a Gaussian of σV −I = 0.03 mag
(for comparison, the line-of-sight reddening in the direction
of WLM is E(V − I ) = 0.037 (Schlegel et al. 1998)). The

5

-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
[Fe/H]

Leaman et al. (2013)

WLM: field stars vs GC

(Leaman et al. 2013, Ca II IR triplet 
spectroscopy of RGB stars)

<[Fe/H]> = -1.28

Field stars:

Globular cluster:

Metal-poor ([Fe/H]~-2.0)

GC accounts for 17%-31% 
of metal-poor stars
(Larsen et al. 2014a)

Stellar mass M* ~ 1.6×107 M⊙   
(Zhang et al. 2012)

M ~ 6×105 M⊙



The IKN dSph
Karachentsev et al. (2002)126 I. D. Karachentsev et al.: The M 81 group of galaxies
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Fig. 1. The distribution of galaxies in the NGC 2403/M 81/NGC 4236 complex in supergalactic coordinates. Top: overview of
the entire region, bottom: the central part of the M 81 group.

Since 1998 many more distance measurements in the
M 81 group have become available thanks to observations
with the Hubble Space Telescope (HST) and the use of
the tip of the red giant branch (TRGB) method. Based
on the brightness of the tip of the RGB, Caldwell et al.
(1998), Lynds et al. (1998), and Sakai & Madore (1999)
determined distances to four dwarf galaxies in the M 81
group: BK5N, F8D1, UGC 6456, and M 82. Many more
probable members of the M 81 group were included in
the snapshot survey of nearby galaxies (programs SNAP
8192 and 8601, PI: Seitzer) with the Wide Field and
Planetary Camera 2 (WFPC2) aboard HST. As a result,
we measured the TRGB distances to nine dSph galaxies
(Karachentsev et al. 1999, 2000, 2001) and to one dIrr
(Dolphin et al. 2001). In this paper we present new dis-
tance estimates for 13 late type galaxies observed with
the HST. The new availability of accurate distances to
most galaxies of the NGC 2403/M 81/NGC 4236 com-
plex allows us to consider the 3D- structure, kinematics,
and dynamics of the complex, a map of which is shown in
Fig. 1. The stellar populations and star formation history
of the observed galaxies will be discussed by us in the next
paper.

2. HST WFPC2 photometry and color-magnitude
diagrams

WFPC2 images of 15 objects in the M 81 group were
obtained during 2000 July 11 to 2001 June 27 as part of
our snapshot survey of probable nearby galaxies (SNAP
8601; Seitzer et al. 1999). Usually our target galaxies were

centered on the WF3 chip, but for some bright targets the
WFPC2 position was shifted towards the galaxy periphery
to decrease a stellar crowding effect. The 600 s exposures
were taken in F606W and F814W for each object. Digital
sky survey (DSS) images (POSS-I,E) of the fifteen galaxies
are shown in Fig. 2, on which the HST WFPC2 footprints
are superimposed. The field size of the DSS images is 10′
by 10′ each.

The photometric reduction was made using the
HSTphot stellar photometry package described in detail
by Dolphin (2000a). After removing cosmic rays with
the HSTphot cleansep routine, simultaneous photometry
was performed on the F606W and F814W frames us-
ing multiphot, with aperture corrections for an aperture
with 0.′′5 radius. Charge-transfer inefficiency corrections
and calibrations were then applied based on the Dolphin
(2000b) formulae, producing V I photometry for all stars
detected in both images. Because of the relatively small
field of the Planetary Camera (PC) chip, very few bright
stars were available for the computation of an aperture
correction. Thus the PC photometry was omitted from
further analysis. Additionally, stars with a signal-to-noise
ratio <5, | χ | > 2.0, or | sharpness | > 0.4 in each expo-
sure were eliminated from the final photometry list. We
estimate the uncertainty of the photometric zeropoint to
be within 0.m05 (Dolphin 2000b).

Figure 3 shows mosaic images of the galaxies, where
both filters were combined. The compass in each field in-
dicates the North and East directions.

70 kpc

5’GC

DSS image: brightest GC marked!
(IKN dSph itself practically invisible)



GCs in the IKN dSph
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Fig. 2. Metallicity distribution functions for the nine dSphs sorted by their absolute MV magnitude, from top to bottom and from left to right. The
solid lines show the metallicity distribution convolved with the errors in metallicity. The dashed lines show the fitted Gaussian distributions. The
error bars in the upper right corner, or upper left in the case of DDO 44, show the 1σ spread for the weighted mean metallicity we derive from our
data. Note the different scaling of the individual y-axes.

that purpose, we used the utilities provided and as described in
Dolphot.

Given the lack of any spectroscopic information, this method
of deriving the MDFs is in general fairly accurate as discussed
in Frayn & Gilmore (2002). In practice, we interpolate between
the two closest isochrones bracketing the color of a star, in order
to find the metallicity of that star.

We only select stars within a box plausibly containing stars
on the upper RGB to construct the galaxies’ MDF. The bright
magnitude limit of the box is chosen to exclude the stars
brighter than the TRGB which belong mainly to the luminous
AGB phase. The faint magnitude limit of the box is chosen to
fulfil the requirement that the formal error in the derived [Fe/H]
is less than 0.15 dex, or 0.2 dex in the case of IKN and HS 117
when the photometric errors are taken into account. We employ a
different selection criterion in the case of IKN and HS 117 in or-
der to have a significant number of stars in their sample as com-
pared to the one of the remaining dSphs. The selection criterion
based on the metallicity formal error depends on the depth of the
observations. In our data sample we distinguish three categories,
from now on referred to as depth categories. The first depth cat-
egory contains KDG 61, KDG 64, DDO 71, F6D1 and F12D1.
The second depth category contains DDO 44 and DDO 78. The

third depth category contains IKN and HS 117. Each depth cat-
egory contains those dSphs that belong to the same Program ID
and thus have the same filters and roughly the same exposure
times, as listed in Table 1.

In order to estimate the faint magnitude limit for each dSph’s
RGB box as a function of the error in [Fe/H], we proceed as fol-
lows. We extend the faint limit of the bounding box to a mag-
nitude limit of 26 in F814W for all the dSphs. We compute the
[Fe/H] for all the stars within each dSph’s box, as well as the
corresponding errors in metallicity. We show the derived mean
errors in metallicity versus the F814W-band magnitude in Fig. 3
for KDG 61, DDO 44, IKN and HS 117, which are chosen here
as representative examples of the three depth categories. In the
case of IKN and HS 117, which belong to the third depth cat-
egory, we show the corresponding plots for both since the re-
quirement of 0.20 dex leads to slightly different faint limits of
the RGB box. Based on these plots and on the metallicity re-
quirements, we choose 25 and 24.5 mag as faint limit for the first
and second depth category, while in the case of IKN and HS 117
we choose 24.4 and 24.6 mag, respectively. The choice of these
limits corresponds to an error in color of less than 0.02 mag for
the first depth category and less than 0.07 mag for the remaining
two depth categories. We note that the difference in the error in
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Lianou et al. (2010)

LGC/Ltot ≈ 13%

IKN: Field stars vs GCs

Field star metallicities from 
photometry of RGB!
(Lianou et al. 2010)!
!
1 GC (IKN-5) has [Fe/H] ~ -2.0!
!
Field:GC ratio about 1:1 at !
[Fe/H] = -2!
!
(Larsen et al. 2014a)

IKN-5



Light elements in Fornax GCs:  
Individual stars
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Fig. 2. The finding charts for our observations of the Fornax GCs, from 1 (left) to 3 (right). North is up and East is left, as indicated. Note that
star Cl3-B59 is outside of the cluster 3 HST field, to the west.

Fig. 3. Observed curve of growth for Fe  in Cl3-B82. The dotted line
marks the [Fe/H] = 0 location, while the full line is the theoretical curve
of growth for a typical Fe  line with the stellar parameters adopted for
this star.

We can detect a range of elements in our coadded spectra:
Fe , Fe , Ti , Ti , O , Mg , Ca , Cr , Mn , Ni , Zn ,
Y , Ba , La , Nd  and Eu , which allows us to achieve
a comprehensive abundance analysis. The most important is Fe,
with an average of 50 measured lines for Fe  and 10 lines for
Fe . Line parameters and EW measurements for all stars are re-
ported in Table A.1. Abundances for the different elements were
calculated with CALRAI, originally described in Spite (1967)
with many improvements over the years. The stellar atmospheres
models are those of Plez (private communications, 2000, 2002;
described in Cayrel et al. 2004). Spectral synthesis was required
for some elements: Eu, Zn, Mg, Na, O and Ba to account for
hyperfine splitting (Eu, Ba); weak lines (Zn, O) and strong, pos-
sibility saturated lines (Na, Mg).

Initial guesses were made for the stellar effective tempera-
ture (Teff) using V − I and/or B − V colours, using the Alonso
et al. (2001) calibration and a reddening of E(B−V)= 0.065. The
surface gravity (log g) was estimated assuming a 0.8 M" mass
for the stars, a distance modulus of (m − M) = 20.85 mag and
bolometric corrections from Alonso et al. (2001). However, the
quality of the photometric data we gathered for these stars turned
out to be too poor to constrain firmly the star’s effective temper-
ature (only 2 stars had HST photometry in Buonnano et al. 1998,
and the other photometric sources were ground-based, suffering

Table 2. Adopted parameters of the stellar atmosphere model for each
star.

Star ID Teff(K) Log g [Fe/H] Vt(km s−1)
Cl1-D56 4600 1.0 –2.60 2.1
Cl1-D68 4350 0.5 –2.60 2.0
Cl1-D164 4400 0.8 –2.60 2.1
Cl2-B71 4450 0.7 –2.10 1.8
Cl2-B77 4350 0.7 –2.10 1.7
Cl2-B226 4250 0.6 –2.10 2.0
Cl3-B59 4400 0.5 –2.30 1.8
Cl3-B82 4350 0.5 –2.30 2.0
M 15-S1 4350 0.5 –2.40 1.9
M 15-S3 4400 0.6 –2.40 1.8
M 15-S4 4150 0.6 –2.30 2.3
M 15-S6 4400 0.7 –2.40 1.8
M 15-S7 4400 0.4 –2.50 1.9

from crowding and not all in a homogeneous photometric sys-
tem). We therefore chose to base our analysis solely on spectro-
scopic criteria. The Teff , log g and micro-turbulence velocity (Vt)
were adjusted to insure that we had the ionisation balance of Fe 
and Fe  and that the Fe  abundance is independent of both line
strength and excitation potential of the line. Figure 3 illustrates
the quality of our solution by showing the curve of growth ob-
tained for Cl3-B82, where we notice that every part of the curve
of growth is well populated. The final set of stellar parameters
used for each star are shown in Table 2. The [Fe/H] in this table
is the metallicity of the model used to compute the abundances,
not the final abundance value of Fe  or Fe  of the star.

As an additional test, since the S/N reached in the individual
spectra was rather limited, we also co-added the spectra of stars
with similar parameters within each cluster (all three stars of
Cluster 3 on the one hand, and the two cooler stars of Cluster 1
on the other hand), and repeated the analysis. The results are
fully consistent with the analysis of the individual stars: Teff,
log g and Vt are undistinguishable, while the mean [Fe/H] is re-
covered within 0.02 dex, and most of the other abundance ratios
fall well within the star to star scatter.

A significant source of error in our analysis is the uncertainty
in measuring the EW. Our error in the EW determinations were
estimated by propagating the EW error estimates (from splot)
through the abundance computation (the abundances EW + δEW
and EW − δEW were computed and compared to the central
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Fig. 8. Here we show the “Deep-Mixing” abundance anomaly. An anti-
correlation of O-Na on the left and a correlation of O-Mg on the right.
The symbols are the same as in Fig. 6.

but not in comparable field stars of our Galaxy (Gratton et al.
2004), or any other (e.g., Shetrone et al. 2001). It is assumed
that this is caused by environmental effects within a star cluster
but whether it is the result of deep-mixing within the RGB stars
that are observed or the fossil traces of self-pollution of the glob-
ular cluster during its formation process, or a combination of the
two, is not well understood.

Figure 8 shows that deep mixing patterns are not only found
in galactic globular clusters and the old clusters of the Large
Magellanic Cloud [LMC] (Hill et al. 2000) but also in clusters
of much smaller dwarf spheroidal galaxies like Fornax. The anti-
correlation O-Na is visible in two (Cl3-B82 and Cl1-D164) of
the nine stars we observed in the Fornax globular clusters dis-
playing high Na and low O abundances (left panel), accompa-
nied by low Mg abundances (correlation O-Mg, right panel). We
cannot check directly whether the Mg-Al anti-correlation also
exists in these clusters, since we did not detect Al in our Fornax
dSph globular cluster spectra, because the Al lines present in our
spectral range are too weak. Our detection limit is about 14 mÅ,
which translates into an upper limit to [Al/Fe] of 1.4. Shetrone
et al. (1996b) found that the usual enhancement of Al ranges
from 0.5 to 1.0 dex, thus largely consistent with our upper limit.

4.4. Iron-peak elements

The Fe-peak elements we observed in the Fornax dSph glob-
ular clusters are Cr, Ni and Zn, and they are shown in Fig. 9.
Comparison points for Galactic globular clusters are from the
compilation of Pritzl et al. (2005), and Galactic halo stars
are from the Hamburg-ESO (HERES) survey (Barklem et al.
2005) for Cr (top panel), from the compilation of Venn et al.
(2004) for Ni (middle panel), and from Sneden et al. (1991) and
Barklem et al. (2005) for Zn (lower panel).

Cr is believed to be produced mainly by incomplete explo-
sive silicon burning (Woosley & Weaver 1995). Despite large
error bars in our measurements of the Fornax dSph globular
cluster stars, there seems to be an increase (by ∼0.3 dex) of the
[Cr/Fe] ratio between the two more metal-poor clusters and the
more metal-rich Cluster 2. Such a trend of increasing [Cr/Fe]
with increasing [Fe/H] has been observed in Galactic field stars
(McWilliam et al. 1995; Carretta et al. 2002), leading to a similar
∼0.3 dex increase, but over a much wider metallicity range (−3.5
to −2.). Newer, high quality observations by Cayrel et al. (2004)
of Galactic halo stars further reduced the observed slope of
increasing [Cr/Fe] with increasing metallicity to ∼0.15 dex over
a [Fe/H] range from −2.5 to −4 dex, with an extremely small
intrinsic scatter (σ = 0.05 dex). The higher [Cr/Fe] abundance

Fig. 9. Iron-peak elements abundances as a function of [Fe/H]. The
symbols are the same as in Fig. 6.

observed in Cluster 2 therefore seems unlikely, and is probably
caused by our observational errors.

Ni is believed to be produced in complete explosive silicon
burning. We don’t expect any relation between [Ni/Fe] as a func-
tion of [Fe/H], based on what we see in the MW. Even at this low
metallicity, the relation is flat with a value close to zero, within
the error bars, as we can see in Fig. 9. This is consistent with
the majority of Galactic globular clusters, open clusters and halo
stars (Sneden et al. 2004). So yet again, the Fornax dSph globu-
lar clusters are similar to the normal Galactic globular clusters.

Zn has the same origin as Ni, but it has been suggested
(Heger & Woosley 2002) that it could also be formed by neutron
capture, and be either an r-process or an s-process element. Our
results, more than half of which are upper limits, are consistent
with Galactic values.

4.5. Heavy elements

The heavy elements Y, Ba and Eu in the Fornax dSph globular
clusters are plotted in Fig. 10. [Y/Fe] appears to be consistent
with what is observed in Galactic globular clusters. However,
Cluster 1 and 3 (the two most metal-poor) appear to have
higher [Ba/Fe] than average for Galactic globular clusters. As
shown in Fig. 4), europium is measured from a single weak line,
and could only be detected in Cluster 3 (all other Fornax points
in this plot are upper limits), in which [Eu/Fe] is particularly
high, above the typical range for Galactic globular clusters.

Ba and Y are neutron-capture elements which are, in the so-
lar system, dominated by the s-process, a process due to low
to intermediate-mass Asymptotic Giant Branch (AGB) stars,
with only a minor contribution from the r-process. Eu on the
other hand is almost entirely dominated by the r-process, which
requires more extreme neutron fluxes, such as SN II explo-
sions (McWilliam 1997) associated with massive stars. In the
Milky Way, with decreasing metallicities the s-process con-
tribution gradually decreases (consistent with the timescale of
AGB evolution) so that below ∼−2.5 dex, both in field and

Letarte et al. 2006

Tentative hints at the!
Na/O anti-correlation!
!
(also integrated light; 
Larsen et al. 2012; 2014a).



Constraining abundances with photometry

NH
WFC3/F343N band 
sensitive to N abundance

F343N F555W F814W

Δ(mF343N-mF555W) ~ 0.2 mag 
for Δ[N/Fe]~2; !
typical range seen in GCs !
(e.g. Yong et al. 2008)



N spreads in Fornax GCs
F555W-F814W: Insensitive to [N/Fe], spread consistent with errors!
F343N-F555W: Spread larger than errors, Δ[N/Fe]~2 dex, similar to M15

Larsen et al. (2014b)

Isochrones from Dotter et al. 2007!
Synthetic colours based on ATLAS12/SYNTHE model spectra. 
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Bottom line:
The GCs in the Fornax dSph (and probably other dwarfs) 
are similar to their Milky Way counterparts in terms of 
multiple stellar populations.

GC formation models must account for both 
“internal” (large number of polluted stars) !
and !
“external” (high ratio of GC/field stars in dwarf galaxies) 
mass budget problems.



Radial distributions
• All scenarios: enriched population should be more 

centrally concentrated!

• AGB: Formation from cooling flow!

• Massive stars: enriched population forms near 
mass-segregated massive stars!

• Early disc accretion: Accretion most effective in 
central regions, where density is high.



Radial distributions of sub-populations
A&A 525, A114 (2011)

available observational evidence about radial distributions of the
two populations is in qualitative agreement with the prediction of
the above quoted model. For example, Kravtsov et al. (2010b,a)
found that the stars on the red side of of the broad U − I dis-
tribution of the RGB of NGC 1261 and NGC 3201 are signifi-
cantly more centrally concentrated than those on the blue side.
In the case of NGC 3201, Carretta et al. (2010a) used detailed
Na, O abundances from high resolution spectroscopy to show
that Na-rich RGB stars are redder (in U − I) and more centrally
concentrated than Na-poor RGB stars.

Carretta et al. (2009b) merged the spectroscopic sample of
RGB stars in 19 GCs, normalizing the distance of each star from
the center of its cluster by the cluster rh, and compared the ra-
dial distributions of P, I, and E stars. They found that I stars
are significantly more centrally concentrated that P stars, while
E stars appear slightly less concentrated than P stars. However,
as discussed in detail by Carretta et al. (2009b), this result
may be affected by serious selection biases, inherent to the pro-
cess of efficient fiber allocation in multi-object spectroscopy of
Galactic GC stars.

A difference in the radial distribution of the two sub giant
branches of NGC 1851 (whose stars are presumed to differ in
terms of CNO abundance; Cassisi et al. 2008) was detected by
Zoccali et al. (2009), but the result was not fully confirmed by
Milone et al. (2009). However, Carretta et al. (2010e) find that
the radial distribution of the RGB stars they analyzed depends on
their iron abundance, more metal-poor stars being more centrally
concentrated than their more metal-rich counterparts.

Different populations with different radial distributions are
known to be present in ω Centauri (Pancino et al. 2003; Sollima
et al. 2007; Villanova et al. 2007), but this system is more com-
plex and may have a different origin with from classical GCs
(see Carretta et al. 2010c, and references therein).

To follow-up this line of investigation with our sample, we
divided the selected RGB candidates in each of the considered
clusters into two sub-samples, according to the value of their
normalized u − g spread ∆

′
col. For brevity, we dub UV-blue the

stars having ∆
′
col < −2.0 and UV-red those having ∆

′
col ≥ −2.0,

in the scale of Fig. 3 (i.e. using the shifts adopted there). It is
important to recall that any observational effect potentially af-
fecting the radial distributions (notably, the radial variation in
the degree of completeness, due to the increase in crowding to-
ward the center) must affect the two sub-samples exactly in the
same way, as they have the same distribution of magnitudes.

The comparison between the radial distributions of UV-blue
and UV-red RGB stars for all the considered clusters is presented
in Fig. 4; the probability that the two distributions are drawn
from the same parent population according to a KS test (Prad

KS)
is reported in the last column of Table 2. In all the clusters for
which we detected a significant intrinsic u − g spread (includ-
ing M 15), the UV-red population is obviously more centrally
concentrated than the UV-blue one, with Prad

KS always lower (and
in most cases much lower) than 0.02%. We note that this result
is very insensitive to the actual choice of the ∆

′
col threshold; the

difference remains highly significant for a large range of adopted
thresholds (in particular, for the whole range −3.0 ≤ ∆′col ≤ 0.0).

This result clearly provides further support to the physical
significance of the u − g spread: it is very hard to conceive how
any spurious observational effect can be associated with such a
strong difference in the radial distribution. Moreover, it suggests
that the higher degree of central concentration of UV-red (pu-
tative I+E) stars with respect to UV-blue (putative P) stars may
be a general characteristic of all GCs where intrinsic UV-s can
be detected, therefore any model intended to explain the origin

Fig. 4. Comparison between the radial distribution of UV-blue (contin-
uous blue line) and UV-red (dashed red line) for all the considered clus-
ters. The data within the radius marked by the dotted lines in the plots
of the distributions for M 53, M 2, and M 13 were not included in the
analysis (see Sects. 2 and 2.1). See Table 2 for the significance of the
detected differences, as measured by the KS test.

of the spread in light-element abundances in GCs should also be
able to reproduce this feature.

Figure 4 aims to demonstrate the high level of statistical
significance of the detected differences between the radial dis-
tributions of UV-red and UV-blue stars. To allow a more di-
rect comparison with the predictions of chemo-hydro-dynamical
models (D’Ercole et al. 2008; Decressin et al. 2008, 2010), in
Fig. 5 we present the radial profile of the ratio of the number
of UV-red to UV-blue stars ( NUV−red

NUV−blue
), where the radial coordi-

nate is expressed in units of the clusters core radii (rc), and the
distances of 1−5 half-light radii (rh) are also indicated (vertical
dashed lines). This ratio should approximately scale as the ratio
of second generation(s) (I+E) to first generation (P) stars, whose
radial distribution is a typical outcome of the considered mod-
els. However, we stress that while the overall shape of the ob-
served profiles does not change much when different thresholds
between UV-blue and UV-red stars are adopted9, the true val-
ues of NUV−red/NUV−blue depends on the adopted threshold, hence
they cannot be directly compared with second-to-first generation
ratios computed elsewhere. The only safe conclusion that we can
draw here is that UV-red stars are more abundant than UV-blue
stars (in the innermost ∼3−4 rh) for any threshold ∆

′
col ≤ −1.0,

albeit with cluster-to-cluster differences of a factor of a few; this
is in qualitative agreement with the predictions by D’Ercole et al.
(2008) and Decressin et al. (2010), and with the observations by
Carretta et al. (2010d).

The profiles shown in Fig. 5 cover the range given by
&0.5−1 rh and >4 rh. In nearly all cases, the profiles display
a relatively steep decline from the innermost bin out to a radius

9 Over the range −3.0 ≤ ∆′col ≤ −1.0. In particular, the slope of the
inner rising branch of the profile changes with the adopted threshold
(the relative height of the central peak grows by a factor of <∼3−4 chang-
ing the threshold from −1 to −3) but the radius where the profile flattens
remains unchanged. In Fig. 5, we have adopted ∆

′
col = −2, as above.
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SDSS data, r > 0.5 rh:!
!
Enriched stars generally the 
most centrally concentrated.!
!
Expected in all scenarios!
- AGB scenario (cooling flow)!
- Massive stars (mass segr.)!
- Disc accretion (most 

efficient near centre)



Radial distributions in M15

Group A (“pristine”) stars most centrally concentrated.!
!
K-S test for radial distr. of A vs (B,C):  P = 3×10-5.

“pristine” “enriched”



Combining HST and SDSS data

“U”-shaped trend of normal 
vs. “enriched” stars.!
!
Enriched stars are 
preferentially located near 
the half-mass radius.!
!
Not expected in any of the 
current scenarios.

Larsen et al., ApJ, subm.



Mass segregation?
• If enriched stars are strongly He-enriched (Y~0.40), 

then MTO~0.6 M⊙ instead of 0.8 M⊙ at 13 Gyr!

• Mass segregation might then “push” enriched RGB 
stars outwards from the centre!

• In outer regions, primordial trends would be 
preserved because of long relaxation time.!

• Does this work?



N-body simulations
NBODY6 simulations 
for stars of !
- different masses!
- same initial distrib.!
!
Evolved to 11.5 Gyr !
!
(Lützgendorf et al. 2013; 
McNamara et al. 2012)

Larsen et al., ApJ, subm.

It might just work!!
But…



Effect of Y on isochrones

Dartmouth isochrones !
(Dotter et al. 2007)

ΔF606W-F814W ~ 0.03 mag!
for Y=0.25 vs Y=0.40

Measurable.



No colour difference!
Mean colours of all (normal, 
interm., extreme) stars 
identical to within 0.001 mag 
in F606W-F814W.!
!
ΔY < 0.005 and !
ΔM < 0.01 M⊙.

Mass segregation will not 
work!



Summary
• Young massive clusters are very gas-poor very 

early on.!

• High ratio of metal-poor GCs to field stars in dwarf 
galaxies is a challenge to AGB and FRMS 
scenarios. !

• Radial distribution of subpopulations in M15 is a 
challenge to all scenarios.


