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New area, as these are difficult to realize in the lab.

Electronic degrees of freedom in solids?

coupled e.g. to phonons.

phononselectrons
Probability in 

electronic subsystem 
not conserved; non-

unitary time evolution 
felt after short times

A. Isolated quantum many-particle systems

fundamentally
open systems
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Ultra-cold atomic gases

Recent advances in the laser cooling of neutral (uncharged) atoms and 
the creation of ultracold quantum gases1 have opened up intriguing 
possibilities for the quantum manipulation of arrays of neutral atoms. 
Around 15–20 years ago, spectacular progress was made on the trap-
ping and spectroscopy of single particles, and researchers concentrated 
on studying such single particles with ever-increasing precision. Now, 
researchers are building on these exquisite manipulation and trapping 
techniques to extend this control over larger arrays of particles. Not 
only can neutral atoms be trapped in microscopic potentials engin-
eered by laser light2–4, but the interactions between these particles can 
be controlled with increasing precision. Given this success, the creation 
of large-scale entanglement and the use of ultracold atoms as interfaces 
between different quantum technologies have come to the forefront 
of research, and ultracold atoms are among the ‘hot’ candidates for 
quantum information processing, quantum simulations and quantum 
communication.  

Two complementary lines of research using ultracold atoms are domi-
nating this field. In a bottom-up approach, arrays of atoms can be built 
up one by one. By contrast, a top-down approach uses the realization 
of degenerate ultracold bosonic5–7 and fermionic8–10 quantum gases as 
an alternative way of establishing large-scale arrays of ultracold atoms; 
this approach allows the creation of large numbers of neutral atoms, 
with almost perfect control over the motional and electronic degrees of 
freedom of millions of atoms with temperatures in the nanokelvin range. 
When such ultracold atoms are loaded into three-dimensional arrays of 
microscopic trapping potentials, known as optical lattices, the atoms are 
sorted in such a way that every lattice site is occupied by a single atom, 
for example, by strong repulsive interactions in the case of bosons or by 
Pauli blocking in the case of fermions. For bosons, this corresponds to a 
Mott insulating state11–15, whereas for fermions a band insulating state is 
created16, both of which form a highly regular, ordered, quantum register 
at close to zero kelvin. After initialization, the interactions and the states of 
the atoms are controlled to coax them into the correct — possibly entang-
led — macroscopic (many body) state to be used in quantum information 
processing, for example, or metrology at the quantum limit. 

Ultracold atoms cannot yet rival the pristine control achieved using 
ion-trap experiments (see page 1008), but some key features nevertheless 
render them highly attractive. First, neutral atoms couple only weakly to 
the environment, allowing long storage and coherence times, even in the 
proximity of bulk materials; this feature has made them highly successful 
in the field of cavity quantum electrodynamics (see page 1023). Second, 

ultracold atoms in optical lattices form the only system so far in which 
a large number (up to millions) of particles can be initialized simul-
taneously. Eventually, any system proposed for quantum inform ation 
processing will have to deal with such large arrays, and many of the 
perspectives (and difficulties) associated with these can already be 
tested using ultracold atoms today. Ultracold atoms have therefore also 
become promising candidates in a related line of research — quantum 
simulations4,17–19 — in which highly controllable quantum matter is used 
to unravel some of the most intriguing questions in modern condensed-
matter physics involving strongly correlated many-body quantum sys-
tems. In this review, I describe basic aspects of optical trapping and 
optical lattices. I then discuss novel state manipulation and entanglement 
schemes in optical lattices, and how these might be used to implement 
measurement-based quantum computing. 

Quantum coherence and entanglement with 
ultracold atoms in optical lattices
Immanuel Bloch1

At nanokelvin temperatures, ultracold quantum gases can be stored in optical lattices, which are arrays of 
microscopic trapping potentials formed by laser light. Such large arrays of atoms provide opportunities for 
investigating quantum coherence and generating large-scale entanglement, ultimately leading to quantum 
information processing in these artificial crystal structures. These arrays can also function as versatile model 
systems for the study of strongly interacting many-body systems on a lattice.

1Institut für Physik, Johannes Gutenberg-Universität Mainz, 55099 Mainz, Germany.

Figure 1 | Formation of optical lattices. a, An optical standing wave is 
generated by superimposing two laser beams. The antinodes (or nodes) of 
the standing wave act as a perfectly periodic array of microscopic laser traps 
for the atoms. The crystal of light in which the cold atoms can move and are 
stored is called an optical lattice. b, If several standing waves are overlapped, 
higher-dimensional lattice structures can be formed, such as the two-
dimensional optical lattice shown here. 
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Nice properties:

• weak coupling to environment
(essentially unitary time evolution
 on long time scales)
• control over Hamiltonian
• easy to study non-equilibrium
   physics

Wednesday, 15 April 15



prepare the system in 
ground state of some H(h)

“quench” h, i.e. time-evolve 
with different H(h’)
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A. Consider a quantum many-particle system with Hamiltonian H(h)

B. Prepare the system in an initial density matrix ρ(0) that does 
not correspond to an eigenstate, e.g.

C. Time evolution ρ(t)= exp(-iH(h)t) ρ(0) exp(iH(h)t)

D. Calculate local observables Tr[ρ(t) Ο(x)]

Quantum Quenches: 

GS of H(h0)
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Local Quantum Quenches

study propagation of a local
disturbance e.g. via a 1-point
function ⟨ψ(t)|ρ(x)|ψ(t)⟩

H(h) and H(h0) differ only 
in a small finite region

Injected a microscopic O(L0) amount of energy into the 
system.

real space probe of excitations over the ground state
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Example: Local quench in the S=1/2 XXZ chain

| (0)i = |GS """ GSi

h (t)|Sz
j | (t)i

Ganahl, Rabel, 
Essler& Evertz, ’12

disturbance 
appears to “spread”
at a finite velocity.
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Shake up the entire
system!

Global Quantum Quenches H(h) and H(h0) differ 
everywhere

Here we have changed the system thermodynamically:

e.g.
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0.01

0.02

0.03
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0.05

quench h=0.2 → h’=0.8

l=20 fixed

l/(2vmax)

“light-cone”

“zero”

“stationary value”

Calabrese, Essler
& Fagotti, ’12Example: transverse field Ising chain
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Given that we are considering an isolated system, it can never
relax as a whole (∃ observables that remain time dependent)

Late time behaviour

• But it relaxes locally (in space).

A

B

• Entire System: A∪B
• Take A infinite, B finite
• Ask questions only about B: 

Expectation values of local ops: 
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Locally the stationary state is thermal:

Deutsch ’91
Srednicki ’94Generic systems (only E conserved)
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Theoretical principles

Introduction

Many molecules absorb ultraviolet or visible light. The absorbance of a solution increases as attenuation of the
beam increases. Absorbance is directly proportional to the path length, b, and the concentration, c, of the
absorbing species. Beer's Law states that

A = ebc, where e is a constant of proportionality, called the absorbtivity.

Different molecules absorb radiation of different wavelengths. An absorption spectrum will show a number of
absorption bands corresponding to structural groups within the molecule. For example, the absorption that is
observed in the UV region for the carbonyl group in acetone is of the same wavelength as the absorption from
the carbonyl group in diethyl ketone.

For a comprehensive discussion of Beer's Law, click here

Electronic transitions

The absorption of UV or visible radiation corresponds to the excitation of outer electrons. There are three
types of electronic transition which can be considered;

1. Transitions involving p, s, and n electrons
2. Transitions involving charge-transfer electrons
3. Transitions involving d and f electrons (not covered in this Unit)

When an atom or molecule absorbs energy, electrons are promoted from their ground state to an excited state.
In a molecule, the atoms can rotate and vibrate with respect to each other. These vibrations and rotations also
have discrete energy levels, which can be considered as being packed on top of each electronic level.
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all states in the middle of 
the spectrum look locally the 
same i.e. thermal!

How is this possible?

Wednesday, 15 April 15



Locally the stationary state is described by a 
Generalized Gibbs Ensemble:

Systems with other conservation laws Rigol, Dunjko, Yurosvki
 & Olshanii ’07

Jaynes ’57

[Im, In]=0, I1=H(h)
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C. Causality and Lieb-Robinson bounds

We are dealing with non-relativistic QM → no “speed of light”

→ no a priori reason why measurements should display causal 

structures.

How do perturbations/correlations spread?
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2

of spins A, B ⊂ V . We would like to know how opera-
tions in region A affect observables in region B at some
later moment of time. The Lieb-Robinson bound makes
a statement about the operator norm of the commutator
of any operators OA and OB in regions A, B taken at
different times; it states that

‖ [OA(t), OB(0)] ‖ ≤ cNmin‖OA‖ ‖OB‖ exp

(

−
L − v|t|

ξ

)

,

where L is the distance between A and B (the num-
ber of edges in the shortest path connecting A and B),
Nmin = min{|A|, |B|} is the number of vertices in the
smallest of A and B, while c, v, ξ > 0 are constants [11]
depending only upon g = max(i,j)∈E maxt ‖hij(t)‖ and
maximum vertex degree of the graph (which we assume
to be constant) [12].

Let us first check that this indeed bounds the amount
of information that can be send from A to B through
the spin network. Let C = V \ (A ∪ B) be the part
of the network on which neither A and B have access
to. Without loss of generality, we can assume that A
encodes her message by applying some unitary transfor-
mation Uk

A on her subsystem where k is varied depending
on the information she wants to send, i.e. a different uni-
tary operation is applied if she wants to send a different
message (the most general operation she can implement
is a completely positive map which can indeed be imple-
mented by unitary evolution with an extra ancilla which
can be included in region A). Waiting for time t, the
whole system evolves according to the unitary operation
UABC(t). If the global initial state of the system is given
by ρ0, then we can interpret this procedure as a quantum
channel where the input is

ρk
ABC = Uk

A ρ0 Uk†
A

and the output

σk
B(t) = TrAC

(

UABC(t) ρk
ABC U †

ABC(t)
)

.

Let us show that σk
B(t) has a very weak dependence on

k. Indeed, denote σ0
B(t) the state that B would obtain if

Alice would not have done anything (i.e. UA = 11). Then
for any observable OB acting on the subsystem B and
associated OB(t) = U †

ABC(t)OBUABC(t), we have

Tr
(

OB (σ0
B(t) − σk

B(t))
)

= Tr
(

ρ0 Uk†
A [Uk

A, OB(t)]
)

≤ ‖ [Uk
A, OB(t)] ‖ ≤ ε ‖OB‖,

where ε is given by the Lieb-Robinson bound:

ε = c Nmin exp

(

−
L − v|t|

ξ

)

.

Therefore σk
B(t) and σ0

B(t) are ε-close in the trace norm:

∀k : ‖σk
B(t) − σ0

B(t)‖1 ≤ ε. (1)

If the probabilities to implement the unitaries Uk
A are

specified by {pk}, then the amount of information that
is send through this quantum channel is given by the
Holevo capacity:

Cχ(t) = S

(

∑

k

pk σ
k
B(t)

)

−
∑

k

pk S
(

σk
B(t)

)

where S(.) is the von-Neumann entropy. Let m be the
Hilbert space dimension of individual spins. Combining
equation (1) with the Fannes inequality

|S(ηB)−S(σB)| ≤ δ |B| log m− δ log δ, δ ≡ ‖ηB −σB‖1

valid for any density operators ηB , σB on the subsystem
B, we can bound the capacity as Cχ(t) ≤ 2ε(|B| logm −
log ε). Fix the time t and increase the distance L,
such that size of B grows at most polynomially with L.
Clearly, the capacity Cχ(t) decreases exponentially fast
with the distance L− v|t| and is hence negligible for dis-
tances L ( v|t|. This indeed proves that the amount
of information that can be send outside the lightcone is
exponentially small.

Let us next show that the amount of correlations
that can be created by local Hamiltonian evolution van-
ishes also exponentially outside an effective lightcone.
Assume that we have a state |ψ〉 with finite correla-
tion length χ, i.e. one in which all connected cor-
relation functions, 〈OAOB〉c ≡ 〈ψ|OA(t)OB(t)|ψ〉 −
〈ψ|OA(t)|ψ〉〈ψ|OB(t)|ψ〉, decay exponentially:

|〈OA OB〉c| ≤ c̃ exp

(

−
L

χ

)

,

for any regions A, B with separation L, and any opera-
tors OA, OB normalized such that ‖OA‖, ‖OB‖ ≤ 1. The
question we ask is the following: how long does it take
to create correlations between two regions separated by
a distance L when the evolution is generated by a local
Hamiltonian? For this purpose, we need the following in-
gredient. Consider an operator OA over region A and the
corresponding time-evolved operator OA(t). We would
like to prove that OA(t) can be well approximated by an
operator acting on spins only in the effective lightcone of
A. Choose an integer l and let S denote the set of spins
having distance at least l from A. Denote

Ol
A(t) =

1

TrS(11S)
TrS(OA(t)) ⊗ 11S

Then the Lieb-Robinson bound allows us to prove that

‖OA(t) − Ol
A(t)‖ ≤ c|A| exp

(

−
l − v|t|

ξ

)

, (2)

Indeed, let U be a unitary operator acting on S and µ(U)
be the Haar measure for U . Then we have

Ol
A(t) =

∫

dµ(U)U OA(t)U †

Lieb & 
Robinson ’72

L

A
B

Consider some non-relativistic quantum spin system
with short-ranged Hamiltonian H

Let OA/B be operators acting only in subsystem A/B and
OA(t)=exp(iHt) OA exp(-iHt). Then the following bound holds

Wednesday, 15 April 15



2

of spins A, B ⊂ V . We would like to know how opera-
tions in region A affect observables in region B at some
later moment of time. The Lieb-Robinson bound makes
a statement about the operator norm of the commutator
of any operators OA and OB in regions A, B taken at
different times; it states that

‖ [OA(t), OB(0)] ‖ ≤ cNmin‖OA‖ ‖OB‖ exp

(

−
L − v|t|

ξ

)

,

where L is the distance between A and B (the num-
ber of edges in the shortest path connecting A and B),
Nmin = min{|A|, |B|} is the number of vertices in the
smallest of A and B, while c, v, ξ > 0 are constants [11]
depending only upon g = max(i,j)∈E maxt ‖hij(t)‖ and
maximum vertex degree of the graph (which we assume
to be constant) [12].

Let us first check that this indeed bounds the amount
of information that can be send from A to B through
the spin network. Let C = V \ (A ∪ B) be the part
of the network on which neither A and B have access
to. Without loss of generality, we can assume that A
encodes her message by applying some unitary transfor-
mation Uk

A on her subsystem where k is varied depending
on the information she wants to send, i.e. a different uni-
tary operation is applied if she wants to send a different
message (the most general operation she can implement
is a completely positive map which can indeed be imple-
mented by unitary evolution with an extra ancilla which
can be included in region A). Waiting for time t, the
whole system evolves according to the unitary operation
UABC(t). If the global initial state of the system is given
by ρ0, then we can interpret this procedure as a quantum
channel where the input is

ρk
ABC = Uk

A ρ0 Uk†
A

and the output

σk
B(t) = TrAC

(

UABC(t) ρk
ABC U †

ABC(t)
)

.

Let us show that σk
B(t) has a very weak dependence on

k. Indeed, denote σ0
B(t) the state that B would obtain if

Alice would not have done anything (i.e. UA = 11). Then
for any observable OB acting on the subsystem B and
associated OB(t) = U †

ABC(t)OBUABC(t), we have

Tr
(

OB (σ0
B(t) − σk

B(t))
)

= Tr
(

ρ0 Uk†
A [Uk

A, OB(t)]
)

≤ ‖ [Uk
A, OB(t)] ‖ ≤ ε ‖OB‖,

where ε is given by the Lieb-Robinson bound:

ε = c Nmin exp

(

−
L − v|t|

ξ

)

.

Therefore σk
B(t) and σ0

B(t) are ε-close in the trace norm:

∀k : ‖σk
B(t) − σ0

B(t)‖1 ≤ ε. (1)

If the probabilities to implement the unitaries Uk
A are

specified by {pk}, then the amount of information that
is send through this quantum channel is given by the
Holevo capacity:

Cχ(t) = S

(

∑

k

pk σ
k
B(t)

)

−
∑

k

pk S
(

σk
B(t)

)

where S(.) is the von-Neumann entropy. Let m be the
Hilbert space dimension of individual spins. Combining
equation (1) with the Fannes inequality

|S(ηB)−S(σB)| ≤ δ |B| log m− δ log δ, δ ≡ ‖ηB −σB‖1

valid for any density operators ηB , σB on the subsystem
B, we can bound the capacity as Cχ(t) ≤ 2ε(|B| logm −
log ε). Fix the time t and increase the distance L,
such that size of B grows at most polynomially with L.
Clearly, the capacity Cχ(t) decreases exponentially fast
with the distance L− v|t| and is hence negligible for dis-
tances L ( v|t|. This indeed proves that the amount
of information that can be send outside the lightcone is
exponentially small.

Let us next show that the amount of correlations
that can be created by local Hamiltonian evolution van-
ishes also exponentially outside an effective lightcone.
Assume that we have a state |ψ〉 with finite correla-
tion length χ, i.e. one in which all connected cor-
relation functions, 〈OAOB〉c ≡ 〈ψ|OA(t)OB(t)|ψ〉 −
〈ψ|OA(t)|ψ〉〈ψ|OB(t)|ψ〉, decay exponentially:

|〈OA OB〉c| ≤ c̃ exp

(

−
L

χ

)

,

for any regions A, B with separation L, and any opera-
tors OA, OB normalized such that ‖OA‖, ‖OB‖ ≤ 1. The
question we ask is the following: how long does it take
to create correlations between two regions separated by
a distance L when the evolution is generated by a local
Hamiltonian? For this purpose, we need the following in-
gredient. Consider an operator OA over region A and the
corresponding time-evolved operator OA(t). We would
like to prove that OA(t) can be well approximated by an
operator acting on spins only in the effective lightcone of
A. Choose an integer l and let S denote the set of spins
having distance at least l from A. Denote

Ol
A(t) =

1

TrS(11S)
TrS(OA(t)) ⊗ 11S

Then the Lieb-Robinson bound allows us to prove that

‖OA(t) − Ol
A(t)‖ ≤ c|A| exp

(

−
l − v|t|

ξ

)

, (2)

Indeed, let U be a unitary operator acting on S and µ(U)
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Robinson ’72

  

Quantum mechanical systems

● What about quantum mechanical systems?
● Quantum spin systems:

● Lieb-Robinson bounds:

:  local Hamiltonian of bounded strength

● Relevance:
- question of fundamental interest
- propagation speed of perturbations
- facilitates simulation of dynamics
- imaginary time ⇒ exponential decay of correlations

Lieb-Robinson velocity
depends on graph “light cone”

[Lieb & Robinson '72, Hastings '04, Nachtergaele & Sims '06]

• RHS exponentially small until L≈vt ➞ operators ≈ commute
• perturbation in A does not affect measurement in B
  significantly until at least vt for some v.

there can be, and is, an 
exponentially small effect 
immediately,
➞“approximate causality”
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h (t)|Sz
j | (t)i

disturbance 
appears to “spread”
at a finite velocity.

Tallies nicely with what we have seen for local quenches

Velocity: max group velocity of elementary excitations over the
ground state of H (here max vspinon).
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h (t)|Sz
j | (t)i

spinon light-cone

bound state 
light-cone

Ganahl, Rabel, 
Essler& Evertz ‘12
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Transverse field Ising chain order parameter 2-point function

t
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quench
h=0.2 → h’=0.8

l=20 fixed

l/(2vmax)

“light-cone”

“zero”

“stationary value”

Light cones in global quenches ?

very general !
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Cold atom Experiments

quench 
U0/J=40 → U/J=9

Cheneau et al ’12
2

~
~

position

tim
e

b

d = v t

a quench

FIG. 1. Spreading of correlations in a quenched atomic
Mott insulator. a, A 1d ultracold gas of bosonic atoms
(black balls) in an optical lattice is initially prepared deep
in the Mott-insulating phase with unity filling. The lattice
depth is then abruptly lowered, bringing the system out of
equilibrium. b, Following the quench, entangled quasiparticle
pairs emerge at all sites. Each of these pairs consists of a
doublon (red ball) and a holon (blue ball) on top of the unity-
filling background, which propagate ballistically in opposite
directions. It follows that a correlation in the parity of the
site occupancy builds up at time t between any pair of sites
separated by a distance d = vt, where v is the relative velocity
of the doublons and holons.

creation operators for a doublon and a holon with mo-
mentum k, respectively, and k belongs to the first Bril-
louin zone. Quasiparticles thus emerge at any site in the
form of entangled pairs, consisting of a doublon and a
holon with opposite momenta. Some of these pairs are
bound on nearest-neighbour sites while the others form
wave packets, due to their peaked momentum distribu-
tion. The wave packets propagate in opposite directions
with a relative group velocity v determined by the dis-
persion relation ✏

d

(k) + ✏
h

(�k) of doublons and holons
(Fig. 1b). The propagation of quasiparticle pairs is re-
flected in the two-point parity correlation functions [23]:

Cd(t) = hŝj(t)ŝj+d(t)i � hŝj(t)ihŝj+d(t)i , (2)

where j labels the lattice sites. The operator ŝj(t) =

ei⇡[n̂j(t)�n̄] measures the parity of the occupation number
n̂j(t). It yields +1 in the absence of quasiparticles (odd
occupancy) and -1 if a quasiparticle is present (even occu-
pancy). Because the initial state is close to a Fock state
with one atom per lattice site, we expect Cd(t = 0) ' 0.
After the quench, the propagation of quasiparticle pairs
with the relative velocity v results in a positive correla-
tion between any pair of sites separated by a distance
d = vt.

The experimental sequence started with the prepara-
tion of a two-dimensional (2d) degenerate gas of 87Rb
confined in a single antinode of a vertical optical lattice
[19, 23] (z-axis, a

lat

= 532nm). The system was then

divided into about 10 decoupled 1d chains by adding a
second optical lattice along the y-axis and by setting both
lattice depths to 20.0(5)E

r

, where E
r

= (2⇡~)2/(8ma2
lat

)

is the recoil energy of the lattice and m the atomic mass
of 87Rb. The effective interaction strength along the
chains was tuned via a third optical lattice along the
x-axis. The number of atoms per chain ranged between
10 and 18, resulting in a lattice filling n̄ = 1 in the Mott-
insulating domain. The inital state was prepared by adi-
abatically increasing the x-lattice depth until the interac-
tion strength reached a value of (U/J)0 = 40(2). At this
point, we measured the temperature to be T ' 0.1U/kb
(kb is the Boltzmann constant) following the method de-
scribed in Ref. [19]. We then brought the system out of
equilibrium by lowering the lattice depth typically within
100 µs, which is fast compared to the inverse tunnel cou-
pling ~/J , but still adiabatic with respect to transitions
to higher Bloch bands. The final lattice depths were in
the Mott-insulating regime, close to the critical point.
After a variable evolution time, we “froze” the density
distribution of the many-body state by rapidly raising
the lattice depth in all directions to ⇠ 80E

r

. Finally, the
atoms were detected by fluorescence imaging using a mi-
croscope objective with a resolution on the order of the
lattice spacing and a reconstruction algorithm extracted
the occupation number at each lattice site [19]. Because
inelastic light-assisted collisions during the imaging lead
to a rapid loss of atom pairs, we directly detected the
parity of the occupation number.

Our experimental results for the time evolution of the
two-point parity correlations after a quench to U/J =

9.0(3) show a clear positive signal propagating with in-
creasing time to larger distances d (Fig. 2). In addition,
the propagation velocity of the correlation signal is con-
stant over the range 2  d  6 (inset of Fig. 2). We found
similar dynamics also for quenches to U/J = 5.0(2) and
7.0(3) (Fig. 4). We note that the observed signal can-
not be attributed to a simple density wave because such
an excitation would result in hŝj ŝj+di = hŝjihŝj+di. We
compared the experimental results to numerical simula-
tions of an infinite, homogeneous system at T = 0 using
the adaptive time-dependent density matrix renormal-
ization group [24, 25] (t-DMRG). In the simulation, the
initial and final interaction strengths were fixed at the
experimentally determined values and the quench was
considered instantaneous, at t = 0. We found remark-
able agreement between the experiment and theory over
all explored distances and times, despite the finite tem-
perature and the harmonic confinement with frequency
⌫ = 68(1)Hz that characterise the experimental system.
The observed dynamics is also qualitatively reproduced
by our analytical model for U/J = 9.0. For lower val-
ues of U/J , however, the model breaks down due to the
increasing number of quasiparticles.

We extracted the propagation velocity v from the time
of the correlation peak as a function of the distance

3

FIG. 2. Time evolution of the two-point parity cor-
relations. After the quench, a positive correlation signal
propagates with increasing time to larger distances. The ex-
perimental values for a quench from U/J = 40 to U/J = 9.0
(circles) are in good agreement with the corresponding numer-
ical simulation for an infinite, homogeneous system at zero
temperature (continuous line). Our analytical model (dashed
line) also qualitatively reproduces the observed dynamics. In-
set: Experimental data displayed as a colormap, revealing the
propagation of the correlation signal with a well defined ve-
locity. The experimental values result from the average over
the central N sites of more than 1000 chains, where N equals
80% of the length of each chain. Error bars represent the
standard deviation.

d (Fig. 3a). A linear fit rest ricted to 2  d  6

yieldsv ⇥ ~/(Ja
lat

) = 5.0(2), 5.6(5) and 5.0(2) for U/J =

5.0(2), 7.0(3) and 9.0(3), respect ively. The points for
d = 1 were excluded from the fit , as they result from
the interference between propagat ing and bound quasi-
part icle pairs (see Eq. 1). A comparison of the exper-
imental velocit ies with the ones obtained from numer-
ical simulat ions (Fig. 3b) shows agreement within the
error bars. The measured velocit ies can also be com-
pared with two limit ing cases: On the one hand, they
are significant ly larger than the spreading velocity of
non-interact ing part icles, v = 4 Ja

lat

/~, and twice the

FIG. 3. Propagation velocity. a, Determination of the
propagation velocity for the quenches to U/J = 5.0 (trian-
gles), 7.0 (squares) and 9.0 (circles). The time of the max-
imum of the correlation signal is obtained from fits to the
traces Cd(t). Error bars represent the 68 % confidence inter-
val of these fits. We then extract the propagation velocities
from weigthed linear fits restricted to 2  d  6 (lines). The
data for U/J = 5.0 and 7.0 have been offset horizontally for
clarity. b, Comparison of the experimental velocities (circles)
to the ones obtained from numerical simulations for an infi-
nite, homogeneous system at zero temperature (shaded area).
The shaded area and the vertical error bars denote the 68 %
confidence interval of the fit. The horizontal error bars rep-
resent the uncertainty due to the calibration of the lattice
depth. The black line corresponds to the bound v

max

pre-
dicted by our effective model (the fading indicates the break
down of this model). The arrows mark the maximum velocity
expected in the non-interacting case (left) and the asymptotic
value derived from our model when U/J ! 1 (right).

velocity of sound in the superfluid phase [26]; on the
other hand, they remain below the maximum velocity
v
max

⇡ (6Ja
lat

/~)
⇥

1� 16J2/(9U2
)

⇤

predicted by our
analyt ical model, that can be interpreted as a Lieb–
Robinson bound (Fig. 3b). In the limit U/J ! 1, this
bound corresponds to doublons and holons propagat-
ing with the respect ive group velocit ies 4 Ja

lat

/~ and
2 Ja

lat

/~. Thehigher velocity of doublons simply reflects
their Bose-enhanced tunnel coupling.
In conclusion, we have presented the first experimen-

5

APPENDIX

Quenches to U/J= 5.0 and 7.0

We also recorded the time evolution of the two-point
parity correlations (2) after quenches to U/J = 5.0(2)
and 7.0(3), and compared the experimental results to
DMRG simulations of an infinite, homogeneous system
at zero temperature (Fig. 4). The experimental se-
quence was identical to the one we used for the quench
to U/J = 9.0(3), apart from the different end point of
the quench. The data presented here are those used in
Fig. 3.

Quasiparticle model

In the Bose–Hubbard model, bosonic atoms in an op-
tical lattice are confined to a single Bloch band and obey
the Hamiltonian

ˆH =

X

j

n

� J
�

â†j âj+1 + h. c.
�

+

U

2

n̂j(n̂j � 1)

o

, (3)

where âj and â†j represent the annihilation and creation
operator of an atom at site j and n̂j = â†j âj counts the

U/J = 5.0 U/J = 7.0

FIG. 4. Time evolution of the two-point parity corre-
lations. Left panel: quench to U/J = 5.0(2). Right panel:
quench to U/J = 7.0(3). The circles indicate the correlations
measured experimentally and the line is derived from the nu-
merical simulations for an infinite, homogeneous system at
zero temperature. The experimental and numerical values
were obtained in the same way as described in the legend of
Fig. 2 and in the Methods Summary section.

number of atoms at that site. The model is entirely
parametrised by the effective interaction strength U/J .

In order to analytically treat the time evolution of cor-
relations after a sudden decrease of U/J , we developed
a novel approach based on fermionized quasiparticles.
The initial state being close to a Fock state with one
atom per lattice site, an effective description of the evo-
lution at sufficiently large final interaction strengths can
be obtained within a local basis formed by empty states,
| �� ij , singly occupied states, | �• ij , and doubly occupied
states, | •• ij . Using generalised Jordan–Wigner transfor-
mations [29], we then introduced fermionic creation op-
erators for the excess particles, ˆd†j | �• ij ! | •• ij , and the
holes, ˆh†

j | �• ij ! | �� ij , as well as the corresponding anni-
hilation operators. Within the truncated Hilbert space,
the original Hamiltonian (3) can be exactly written in
terms of these operators:

ˆH =

X

j

ˆP
n

� 2J ˆd†j
ˆdj+1 � J ˆh†

j+1
ˆhj

� J
p
2

�

ˆd†j
ˆh†
j+1 � ˆhj

ˆdj+1

�

+ h. c

+

U

2

�

n̂
d,j + n̂

h,j

�

o

ˆP , (4)

with n̂
d,j =

ˆd†j
ˆdj and n̂

h,j =
ˆh†
j
ˆhj . The complexity of the

model is hidden in the projector ˆP =

Q

j(
ˆI � n̂

d,j n̂h,j)

that eliminates the unphysical situation of having an ex-
cess particle and a hole at the same site (ˆI is the identity
operator). As multiple occupancies of equal species are
naturally avoided due to their statistics, one still obtains
a good description of the system when setting ˆP ! ˆI,
provided the density of excitations hn̂

d,j(t) + n̂
h,j(t)i re-

mains low. This is in contrast to the usual bosonic rep-
resentations [30, 31].

The Hamiltonian (4) with ˆP ! ˆI is quadratic and can
be diagonalised by a Bogolyubov transformation. The
eigenmodes are doublons and holons with well defined
momentum k:

�̂†
d,k = u(k) ˆd†k + v(k) ˆh�k , (5)

�̂†
h,�k = u(k) ˆh†

�k � v(k) ˆdk , (6)

with

u(k) = cos[✓(k)/2] , v(k) = i sin[✓(k)/2]

and ✓(k) = atan

" p
32J sin(ka

lat

)

U � 6J cos(ka
lat

)

#

. (7)

Their respective eigenenergies are given by

✏
d

(k) = �J cos(ka
lat

)

+

1

2

q

[U � 6J cos(ka
lat

)]

2
+ 32J2

sin

2
(ka

lat

) , (8)

✏
h

(k) = J cos(ka
lat

)

+

1

2

q

[U � 6J cos(ka
lat

)]

2
+ 32J2

sin

2
(ka

lat

) . (9)

2

~
~

position

tim
e

b
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FIG. 1. Spreading of correlations in a quenched atomic
Mott insulator. a, A 1d ultracold gas of bosonic atoms
(black balls) in an optical lattice is initially prepared deep
in the Mott-insulating phase with unity filling. The lattice
depth is then abruptly lowered, bringing the system out of
equilibrium. b, Following the quench, entangled quasiparticle
pairs emerge at all sites. Each of these pairs consists of a
doublon (red ball) and a holon (blue ball) on top of the unity-
filling background, which propagate ballistically in opposite
directions. It follows that a correlation in the parity of the
site occupancy builds up at time t between any pair of sites
separated by a distance d = vt, where v is the relative velocity
of the doublons and holons.

creation operators for a doublon and a holon with mo-
mentum k, respectively, and k belongs to the first Bril-
louin zone. Quasiparticles thus emerge at any site in the
form of entangled pairs, consisting of a doublon and a
holon with opposite momenta. Some of these pairs are
bound on nearest-neighbour sites while the others form
wave packets, due to their peaked momentum distribu-
tion. The wave packets propagate in opposite directions
with a relative group velocity v determined by the dis-
persion relation ✏

d

(k) + ✏
h

(�k) of doublons and holons
(Fig. 1b). The propagation of quasiparticle pairs is re-
flected in the two-point parity correlation functions [23]:

Cd(t) = hŝj(t)ŝj+d(t)i � hŝj(t)ihŝj+d(t)i , (2)

where j labels the lattice sites. The operator ŝj(t) =

ei⇡[n̂j(t)�n̄] measures the parity of the occupation number
n̂j(t). It yields +1 in the absence of quasiparticles (odd
occupancy) and -1 if a quasiparticle is present (even occu-
pancy). Because the initial state is close to a Fock state
with one atom per lattice site, we expect Cd(t = 0) ' 0.
After the quench, the propagation of quasiparticle pairs
with the relative velocity v results in a positive correla-
tion between any pair of sites separated by a distance
d = vt.

The experimental sequence started with the prepara-
tion of a two-dimensional (2d) degenerate gas of 87Rb
confined in a single antinode of a vertical optical lattice
[19, 23] (z-axis, a

lat

= 532nm). The system was then

divided into about 10 decoupled 1d chains by adding a
second optical lattice along the y-axis and by setting both
lattice depths to 20.0(5)E

r

, where E
r

= (2⇡~)2/(8ma2
lat

)

is the recoil energy of the lattice and m the atomic mass
of 87Rb. The effective interaction strength along the
chains was tuned via a third optical lattice along the
x-axis. The number of atoms per chain ranged between
10 and 18, resulting in a lattice filling n̄ = 1 in the Mott-
insulating domain. The inital state was prepared by adi-
abatically increasing the x-lattice depth until the interac-
tion strength reached a value of (U/J)0 = 40(2). At this
point, we measured the temperature to be T ' 0.1U/kb
(kb is the Boltzmann constant) following the method de-
scribed in Ref. [19]. We then brought the system out of
equilibrium by lowering the lattice depth typically within
100 µs, which is fast compared to the inverse tunnel cou-
pling ~/J , but still adiabatic with respect to transitions
to higher Bloch bands. The final lattice depths were in
the Mott-insulating regime, close to the critical point.
After a variable evolution time, we “froze” the density
distribution of the many-body state by rapidly raising
the lattice depth in all directions to ⇠ 80E

r

. Finally, the
atoms were detected by fluorescence imaging using a mi-
croscope objective with a resolution on the order of the
lattice spacing and a reconstruction algorithm extracted
the occupation number at each lattice site [19]. Because
inelastic light-assisted collisions during the imaging lead
to a rapid loss of atom pairs, we directly detected the
parity of the occupation number.

Our experimental results for the time evolution of the
two-point parity correlations after a quench to U/J =

9.0(3) show a clear positive signal propagating with in-
creasing time to larger distances d (Fig. 2). In addition,
the propagation velocity of the correlation signal is con-
stant over the range 2  d  6 (inset of Fig. 2). We found
similar dynamics also for quenches to U/J = 5.0(2) and
7.0(3) (Fig. 4). We note that the observed signal can-
not be attributed to a simple density wave because such
an excitation would result in hŝj ŝj+di = hŝjihŝj+di. We
compared the experimental results to numerical simula-
tions of an infinite, homogeneous system at T = 0 using
the adaptive time-dependent density matrix renormal-
ization group [24, 25] (t-DMRG). In the simulation, the
initial and final interaction strengths were fixed at the
experimentally determined values and the quench was
considered instantaneous, at t = 0. We found remark-
able agreement between the experiment and theory over
all explored distances and times, despite the finite tem-
perature and the harmonic confinement with frequency
⌫ = 68(1)Hz that characterise the experimental system.
The observed dynamics is also qualitatively reproduced
by our analytical model for U/J = 9.0. For lower val-
ues of U/J , however, the model breaks down due to the
increasing number of quasiparticles.

We extracted the propagation velocity v from the time
of the correlation peak as a function of the distance

occupation parity 2-point function
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There is a kind of “speed limit” for “sizeable” connected 
correlations to emerge.

This also follows from Lieb-Robinson bounds:

2

of spins A, B ⊂ V . We would like to know how opera-
tions in region A affect observables in region B at some
later moment of time. The Lieb-Robinson bound makes
a statement about the operator norm of the commutator
of any operators OA and OB in regions A, B taken at
different times; it states that

‖ [OA(t), OB(0)] ‖ ≤ cNmin‖OA‖ ‖OB‖ exp

(

−
L − v|t|

ξ

)

,

where L is the distance between A and B (the num-
ber of edges in the shortest path connecting A and B),
Nmin = min{|A|, |B|} is the number of vertices in the
smallest of A and B, while c, v, ξ > 0 are constants [11]
depending only upon g = max(i,j)∈E maxt ‖hij(t)‖ and
maximum vertex degree of the graph (which we assume
to be constant) [12].

Let us first check that this indeed bounds the amount
of information that can be send from A to B through
the spin network. Let C = V \ (A ∪ B) be the part
of the network on which neither A and B have access
to. Without loss of generality, we can assume that A
encodes her message by applying some unitary transfor-
mation Uk

A on her subsystem where k is varied depending
on the information she wants to send, i.e. a different uni-
tary operation is applied if she wants to send a different
message (the most general operation she can implement
is a completely positive map which can indeed be imple-
mented by unitary evolution with an extra ancilla which
can be included in region A). Waiting for time t, the
whole system evolves according to the unitary operation
UABC(t). If the global initial state of the system is given
by ρ0, then we can interpret this procedure as a quantum
channel where the input is

ρk
ABC = Uk

A ρ0 Uk†
A

and the output

σk
B(t) = TrAC

(

UABC(t) ρk
ABC U †

ABC(t)
)

.

Let us show that σk
B(t) has a very weak dependence on

k. Indeed, denote σ0
B(t) the state that B would obtain if

Alice would not have done anything (i.e. UA = 11). Then
for any observable OB acting on the subsystem B and
associated OB(t) = U †

ABC(t)OBUABC(t), we have

Tr
(

OB (σ0
B(t) − σk

B(t))
)

= Tr
(

ρ0 Uk†
A [Uk

A, OB(t)]
)

≤ ‖ [Uk
A, OB(t)] ‖ ≤ ε ‖OB‖,

where ε is given by the Lieb-Robinson bound:

ε = c Nmin exp

(

−
L − v|t|

ξ

)

.

Therefore σk
B(t) and σ0

B(t) are ε-close in the trace norm:

∀k : ‖σk
B(t) − σ0

B(t)‖1 ≤ ε. (1)

If the probabilities to implement the unitaries Uk
A are

specified by {pk}, then the amount of information that
is send through this quantum channel is given by the
Holevo capacity:

Cχ(t) = S

(

∑

k

pk σ
k
B(t)

)

−
∑

k

pk S
(

σk
B(t)

)

where S(.) is the von-Neumann entropy. Let m be the
Hilbert space dimension of individual spins. Combining
equation (1) with the Fannes inequality

|S(ηB)−S(σB)| ≤ δ |B| log m− δ log δ, δ ≡ ‖ηB −σB‖1

valid for any density operators ηB , σB on the subsystem
B, we can bound the capacity as Cχ(t) ≤ 2ε(|B| logm −
log ε). Fix the time t and increase the distance L,
such that size of B grows at most polynomially with L.
Clearly, the capacity Cχ(t) decreases exponentially fast
with the distance L− v|t| and is hence negligible for dis-
tances L ( v|t|. This indeed proves that the amount
of information that can be send outside the lightcone is
exponentially small.

Let us next show that the amount of correlations
that can be created by local Hamiltonian evolution van-
ishes also exponentially outside an effective lightcone.
Assume that we have a state |ψ〉 with finite correla-
tion length χ, i.e. one in which all connected cor-
relation functions, 〈OAOB〉c ≡ 〈ψ|OA(t)OB(t)|ψ〉 −
〈ψ|OA(t)|ψ〉〈ψ|OB(t)|ψ〉, decay exponentially:

|〈OA OB〉c| ≤ c̃ exp

(

−
L

χ

)

,

for any regions A, B with separation L, and any opera-
tors OA, OB normalized such that ‖OA‖, ‖OB‖ ≤ 1. The
question we ask is the following: how long does it take
to create correlations between two regions separated by
a distance L when the evolution is generated by a local
Hamiltonian? For this purpose, we need the following in-
gredient. Consider an operator OA over region A and the
corresponding time-evolved operator OA(t). We would
like to prove that OA(t) can be well approximated by an
operator acting on spins only in the effective lightcone of
A. Choose an integer l and let S denote the set of spins
having distance at least l from A. Denote

Ol
A(t) =

1

TrS(11S)
TrS(OA(t)) ⊗ 11S

Then the Lieb-Robinson bound allows us to prove that

‖OA(t) − Ol
A(t)‖ ≤ c|A| exp

(

−
l − v|t|

ξ

)

, (2)

Indeed, let U be a unitary operator acting on S and µ(U)
be the Haar measure for U . Then we have

Ol
A(t) =

∫

dµ(U)U OA(t)U †

Lieb & 
Robinson ’72

exponentially decaying 
correlations in initial state
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Quench creates quasiparticles
at t=0, which start propagating
with maximal velocity v

r

t

0

O(r1) O(r2)Operators at rj get “hit” by
quasiparticles from within the
backwards light cone
→ dephasing of 1-point fns
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The model:

2
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FIG. 2. Space-time plot of the Sz correlation functions for the
quench from � = 4 to cos(⇡/4). The upper panel shows ground
state data whereas the lower quench is performed starting from a
thermal density matrix at T/J = 1. This illustrates that the light-
cone effect persists also at finite temperatures.

mixed state dynamics is simulated by extending a recently
proposed algorithm utilizing an optimized wave function en-
semble called Minimally Entangled Typical Thermal States
(METTS) [38, 39] implemented with the matrix product state
(MPS) framework.

Results.— In the following we consider quenches to the
spin-1/2 Heisenberg XXZ chain with anisotropy �

H(�) = J
L�1X

i=1

�
Sx

i S
x
i+1 + Sy

i S
y
i+1 + �Sz

i S
z
i+1

�
. (1)

Initially, the system is prepared in a Gibbs state corresponding
to an XXZ Hamiltonian with anisotropy �i at a temperature
T , i.e.

⇢(t = 0) = Z�1
� exp[��H(�i)] , � =

1

kBT
, (2)

where Z� = Tr exp[��H(�i)] (we set kB = 1). The
anisotropy is then quenched at time t = 0

+ from �i to
0  �f  1, as depicted in Fig. 1, and the system subse-
quently evolves unitarily with Hamiltonian H(�f ) [40]. In
order to probe the spreading of correlations we consider the
longitudinal spin correlation functions

Sz
(j; t) = hSz

L/2(t)S
z
j (t)i � hSz

L/2(t)ihSz
j (t)i (3)

centered around the middle of the chain. Results for Sz
(j; t)

are most easily visualized in space-time plots, and typical re-
sults are shown in Fig. 2. The most striking feature observed
in these plots is the light-cone effect: at a given separation j
connected correlations Sz

(j; t) arise fairly suddenly at a time
that scales linearly with j.

These results demonstrate that the light-cone effect persists
for mixed initial states, although the visibility of the signal is
of course diminished with increasing temperature (until it van-
ished completely at � = 0 since the initial density matrix is

0 5 10 15 20
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a) b)

FIG. 3. a) Extracted inflection points versus distance for different
initial temperatures for the quench from � = 4 to cos(⇡/4). The
straight lines correspond to the velocities extracted from the GGE
where only the offset of the time axis has been fitted and the orange
dashed line denotes the Bethe ansatz velocity for the ground state of
the final interaction. b) Rescaled spin correlation functions for the
quench from � = 4 to cos(⇡/4) for T/J = 1 and the ground state
(dashed line) and different distances j. The time axis is shifted by
extracting the arrival time for j = XX . One can clearly see that the
signal is delayed as the initial temperature is increased.

trivial). Comparing the time evolution of the correlation func-
tions for different initial temperatures, we see (cf Fig. 2 and
Fig. 3) that the wave front is delayed when the temperature
of the initial state is increased, signalling that the spreading
slows down. We further observe that the spreading velocity is
sensitive to the strength of the quench, i.e. the value of the ini-
tial interaction: the velocity decreases with increasing energy
density.

Having established the unexpected result that the spreading
velocity depends both on the initial density matrices and the
final Hamiltonian, an obvious question is which properties of
⇢(t = 0) are relevant in this context. In order to quantify this
aspect we follow Ref. 35 and define the precise location of
the light-cone as the first inflection point of the “wave front”
observed in Sz . This allows us to extract a spreading velocity
vs by performing a linear fit to the largest accessible time,
where expected finite-distance effects [41] are small.

Our main result, shown in Fig. 4, is that the spreading ve-
locity is mainly determined by the final energy density

ef =

Tr[H(�f )⇢(t = 0)]

L
. (4)

Plotting the velocities against ef leads to a remarkable data
collapse for a variety of quenches from thermal as well as pure
initial states. This holds in spite of the fact that the system is
integrable and thus its dynamics is constrained by an infinite
set of conserved quantities. As we will show in the follow-
ing, the observed velocities can be explained quantitatively by
considering excitations in an appropriately defined general-
ized Gibbs ensemble. Focusing on the quenches to �f = 1/2
as well as cos(⇡/4), we observe that the spreading velocity vs

increases significantly as the final energy density is reduced by
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FIG. 2. Space-time plot of the Sz correlation functions for the
quench from � = 4 to cos(⇡/4). The upper panel shows ground
state data whereas the lower quench is performed starting from a
thermal density matrix at T/J = 1. This illustrates that the light-
cone effect persists also at finite temperatures.

mixed state dynamics is simulated by extending a recently
proposed algorithm utilizing an optimized wave function en-
semble called Minimally Entangled Typical Thermal States
(METTS) [38, 39] implemented with the matrix product state
(MPS) framework.

Results.— In the following we consider quenches to the
spin-1/2 Heisenberg XXZ chain with anisotropy �

H(�) = J
L�1X

i=1
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Sx

i S
x
i+1 + Sy

i S
y
i+1 + �Sz

i S
z
i+1

�
. (1)

Initially, the system is prepared in a Gibbs state corresponding
to an XXZ Hamiltonian with anisotropy �i at a temperature
T , i.e.

⇢(t = 0) = Z�1
� exp[��H(�i)] , � =

1

kBT
, (2)

where Z� = Tr exp[��H(�i)] (we set kB = 1). The
anisotropy is then quenched at time t = 0

+ from �i to
0  �f  1, as depicted in Fig. 1, and the system subse-
quently evolves unitarily with Hamiltonian H(�f ) [40]. In
order to probe the spreading of correlations we consider the
longitudinal spin correlation functions

Sz
(j; t) = hSz

L/2(t)S
z
j (t)i � hSz

L/2(t)ihSz
j (t)i (3)

centered around the middle of the chain. Results for Sz
(j; t)

are most easily visualized in space-time plots, and typical re-
sults are shown in Fig. 2. The most striking feature observed
in these plots is the light-cone effect: at a given separation j
connected correlations Sz

(j; t) arise fairly suddenly at a time
that scales linearly with j.

These results demonstrate that the light-cone effect persists
for mixed initial states, although the visibility of the signal is
of course diminished with increasing temperature (until it van-
ished completely at � = 0 since the initial density matrix is
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FIG. 3. a) Extracted inflection points versus distance for different
initial temperatures for the quench from � = 4 to cos(⇡/4). The
straight lines correspond to the velocities extracted from the GGE
where only the offset of the time axis has been fitted and the orange
dashed line denotes the Bethe ansatz velocity for the ground state of
the final interaction. b) Rescaled spin correlation functions for the
quench from � = 4 to cos(⇡/4) for T/J = 1 and the ground state
(dashed line) and different distances j. The time axis is shifted by
extracting the arrival time for j = XX . One can clearly see that the
signal is delayed as the initial temperature is increased.

trivial). Comparing the time evolution of the correlation func-
tions for different initial temperatures, we see (cf Fig. 2 and
Fig. 3) that the wave front is delayed when the temperature
of the initial state is increased, signalling that the spreading
slows down. We further observe that the spreading velocity is
sensitive to the strength of the quench, i.e. the value of the ini-
tial interaction: the velocity decreases with increasing energy
density.

Having established the unexpected result that the spreading
velocity depends both on the initial density matrices and the
final Hamiltonian, an obvious question is which properties of
⇢(t = 0) are relevant in this context. In order to quantify this
aspect we follow Ref. 35 and define the precise location of
the light-cone as the first inflection point of the “wave front”
observed in Sz . This allows us to extract a spreading velocity
vs by performing a linear fit to the largest accessible time,
where expected finite-distance effects [41] are small.

Our main result, shown in Fig. 4, is that the spreading ve-
locity is mainly determined by the final energy density

ef =

Tr[H(�f )⇢(t = 0)]

L
. (4)

Plotting the velocities against ef leads to a remarkable data
collapse for a variety of quenches from thermal as well as pure
initial states. This holds in spite of the fact that the system is
integrable and thus its dynamics is constrained by an infinite
set of conserved quantities. As we will show in the follow-
ing, the observed velocities can be explained quantitatively by
considering excitations in an appropriately defined general-
ized Gibbs ensemble. Focusing on the quenches to �f = 1/2
as well as cos(⇡/4), we observe that the spreading velocity vs

increases significantly as the final energy density is reduced by

The quench:

• Gibbs distribution for H(Δi) at temperature T

• time evolve with H(Δ)

The observable:

1 LL/2
••
j

D. Light cone structure after global quenches Bonnes, Essler 
& Läuchli ’14
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FIG. 2. Space-time plot of the Sz correlation functions for the
quench from � = 4 to cos(⇡/4). The upper panel shows ground
state data whereas the lower quench is performed starting from a
thermal density matrix at T/J = 1. This illustrates that the light-
cone effect persists also at finite temperatures.

mixed state dynamics is simulated by extending a recently
proposed algorithm utilizing an optimized wave function en-
semble called Minimally Entangled Typical Thermal States
(METTS) [38, 39] implemented with the matrix product state
(MPS) framework.

Results.— In the following we consider quenches to the
spin-1/2 Heisenberg XXZ chain with anisotropy �

H(�) = J
L�1X

i=1

�
Sx

i S
x
i+1 + Sy

i S
y
i+1 + �Sz

i S
z
i+1

�
. (1)

Initially, the system is prepared in a Gibbs state corresponding
to an XXZ Hamiltonian with anisotropy �i at a temperature
T , i.e.

⇢(t = 0) = Z�1
� exp[��H(�i)] , � =

1

kBT
, (2)

where Z� = Tr exp[��H(�i)] (we set kB = 1). The
anisotropy is then quenched at time t = 0

+ from �i to
0  �f  1, as depicted in Fig. 1, and the system subse-
quently evolves unitarily with Hamiltonian H(�f ) [40]. In
order to probe the spreading of correlations we consider the
longitudinal spin correlation functions

Sz
(j; t) = hSz

L/2(t)S
z
j (t)i � hSz

L/2(t)ihSz
j (t)i (3)

centered around the middle of the chain. Results for Sz
(j; t)

are most easily visualized in space-time plots, and typical re-
sults are shown in Fig. 2. The most striking feature observed
in these plots is the light-cone effect: at a given separation j
connected correlations Sz

(j; t) arise fairly suddenly at a time
that scales linearly with j.

These results demonstrate that the light-cone effect persists
for mixed initial states, although the visibility of the signal is
of course diminished with increasing temperature (until it van-
ished completely at � = 0 since the initial density matrix is
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FIG. 3. a) Extracted inflection points versus distance for different
initial temperatures for the quench from � = 4 to cos(⇡/4). The
straight lines correspond to the velocities extracted from the GGE
where only the offset of the time axis has been fitted and the orange
dashed line denotes the Bethe ansatz velocity for the ground state of
the final interaction. b) Rescaled spin correlation functions for the
quench from � = 4 to cos(⇡/4) for T/J = 1 and the ground state
(dashed line) and different distances j. The time axis is shifted by
extracting the arrival time for j = XX . One can clearly see that the
signal is delayed as the initial temperature is increased.

trivial). Comparing the time evolution of the correlation func-
tions for different initial temperatures, we see (cf Fig. 2 and
Fig. 3) that the wave front is delayed when the temperature
of the initial state is increased, signalling that the spreading
slows down. We further observe that the spreading velocity is
sensitive to the strength of the quench, i.e. the value of the ini-
tial interaction: the velocity decreases with increasing energy
density.

Having established the unexpected result that the spreading
velocity depends both on the initial density matrices and the
final Hamiltonian, an obvious question is which properties of
⇢(t = 0) are relevant in this context. In order to quantify this
aspect we follow Ref. 35 and define the precise location of
the light-cone as the first inflection point of the “wave front”
observed in Sz . This allows us to extract a spreading velocity
vs by performing a linear fit to the largest accessible time,
where expected finite-distance effects [41] are small.

Our main result, shown in Fig. 4, is that the spreading ve-
locity is mainly determined by the final energy density

ef =

Tr[H(�f )⇢(t = 0)]

L
. (4)

Plotting the velocities against ef leads to a remarkable data
collapse for a variety of quenches from thermal as well as pure
initial states. This holds in spite of the fact that the system is
integrable and thus its dynamics is constrained by an infinite
set of conserved quantities. As we will show in the follow-
ing, the observed velocities can be explained quantitatively by
considering excitations in an appropriately defined general-
ized Gibbs ensemble. Focusing on the quenches to �f = 1/2
as well as cos(⇡/4), we observe that the spreading velocity vs

increases significantly as the final energy density is reduced by

Results for quenches

Nice light-cone effect.

Compute time evolution numerically using METTS (Minimally 
Entangled Typical Thermal States) MPS methods. White ’09
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Question: what properties of the initial state determine v?
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FIG. 4. (Color online) Spreading velocity vs extracted from the
spin correlation function Sz as a function of the final energy Ef

for �f = 1/2 and cos⇡/4. The symbols denote numerical results
obtained from either thermal or pure initial states with different �i.
GGE results for the spreading velocities using the first two conserved
quantities are drawn as dashed lines. The inset shows the velocity at
� = 0 extracted from the thermodynamic Bethe ansatz for � =

cos⇡/n.

increasing T . The numerical data suggests that vs approaches
a non-trivial velocity in the infinite-temperature limit that de-
pends in �f , shown in the inset of Fig. 4, that can in fact
be obtained from Bethe ansatz (see discussion below). For
very weak quenches, where only the low-energy (relative to
the ground state of H(�f )) degrees of freedom become pop-
ulated, one expects that the spreading velocity is given by the
maximal mode velocity v� = ⇡[(1��2

)/(2 arccos�)]

�1/2.
In fact, the spreading velocity extrapolates to v�f , when the
final energy approaches the ground state energy of H(�f ).

For the non-interacting case �f = 0 which reduces essen-
tially to free fermions, we find that the spreading velocity for
all initial conditions is compatible with the maximal mode ve-
locity, v0 = 2. This is consistent with results we obtained
for quenches to the critical point of a one-dimensional Ising
model in a transverse field, which is essentially also a free
theory, where also no significant dependence of the spreading
velocity on the initial conditions was observed.

Excitations in a Generalized Gibbs Ensemble.— A recent
work [42] proposed that correlation functions of local opera-
tors after a quench to an integrable model, prepared in a pure
state | i, are given by

lim

L!1
hO(t)i = lim

L!1

 h |O(t)|�si
2h |�si + �s $  

�
. (5)

Here |�is is a simultaneous eigenstate of the post-quench
Hamiltonian and all local, higher conservation laws In, such
that

in ⌘ lim

L!1

1

L
Tr[⇢(t = 0)In] = lim

L!1

1

L

h�s|In|�si
h�s|�si . (6)

(generalized)
Gibbs
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equilibrium
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microscopic
changes
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“excited”
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FIG. 5. Scheme for the extraction of the velocities from the GGE.
See text for details.

In the case of interest here we have O(t) = Sz
L/2(t)S

z
j (t).

Importantly, the state |�si can be constructed by means of a
generalized Thermodynamic Bethe Ansatz (gTBA) [43, 44]
It was argued in Ref. 42 that states obtained by making mi-
croscopic changes to |�si are most important to describe the
dynamics at (sufficiently) late times. This is motivated by em-
ploying a Lehmann representation in terms of energy eigen-
states H(�)|ni = En|ni

h |O(t)|�si =

X

n

h |nihn|O|�sie�i(En�E�s )t, (7)

and noting that at sufficiently late times only states with
(En � E�s)/J = O(1) are likely to contribute due to the
otherwise rapidly oscillating phase. It is then tempting to
conjecture that spreading of correlations occurs through these
“excited states”, and the light-cone effect propagates with the
maximum group velocity that occurs amongst them. The
method for calculating such excited state velocities is depicted
schematically in Fig. 5, and details of the calculations are
provided in the Supplementary Material. The basic idea is
to use TBA methods to determine the macrostate minimiz-
ing the generalized Gibbs free energy. This is characterized
by appropriate Bethe Ansatz root densities ⇢p,h

j (x) for parti-
cles and holes of elementary excitations labelled by the in-
dex j. One then goes over to an appropriate microcanonical
description, in which one considers the particular simultane-
ous eigenstate |�si of the Hamiltonian and the higher con-
servation laws, which is described by the set {⇢p,h

j (x)} in
the thermodynamic limit. One then considers small changes
of this microstate, and determines the resulting O(1) (i.e.
non-extensive) changes in energy and momentum. These can
be described by additive “elementary excitations” relative to
|�si. Finally, one determines the dispersion relations and
hence the group velocities of these excitations. The most sig-
nificant qualitative features of the “GGE excitation spectrum”
obtained in this way are as follows. (i) There are several types
of infinitely long-lived elementary excitations. (ii) Their num-
ber depends only on the anisotropy�f [45], but their disper-
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FIG. 2. Space-time plot of the Sz correlation functions for the
quench from � = 4 to cos(⇡/4). The upper panel shows ground
state data whereas the lower quench is performed starting from a
thermal density matrix at T/J = 1. This illustrates that the light-
cone effect persists also at finite temperatures.

mixed state dynamics is simulated by extending a recently
proposed algorithm utilizing an optimized wave function en-
semble called Minimally Entangled Typical Thermal States
(METTS) [38, 39] implemented with the matrix product state
(MPS) framework.

Results.— In the following we consider quenches to the
spin-1/2 Heisenberg XXZ chain with anisotropy �

H(�) = J
L�1X

i=1

�
Sx

i S
x
i+1 + Sy

i S
y
i+1 + �Sz

i S
z
i+1

�
. (1)

Initially, the system is prepared in a Gibbs state corresponding
to an XXZ Hamiltonian with anisotropy �i at a temperature
T , i.e.

⇢(t = 0) = Z�1
� exp[��H(�i)] , � =

1

kBT
, (2)

where Z� = Tr exp[��H(�i)] (we set kB = 1). The
anisotropy is then quenched at time t = 0

+ from �i to
0  �f  1, as depicted in Fig. 1, and the system subse-
quently evolves unitarily with Hamiltonian H(�f ) [40]. In
order to probe the spreading of correlations we consider the
longitudinal spin correlation functions

Sz
(j; t) = hSz

L/2(t)S
z
j (t)i � hSz

L/2(t)ihSz
j (t)i (3)

centered around the middle of the chain. Results for Sz
(j; t)

are most easily visualized in space-time plots, and typical re-
sults are shown in Fig. 2. The most striking feature observed
in these plots is the light-cone effect: at a given separation j
connected correlations Sz

(j; t) arise fairly suddenly at a time
that scales linearly with j.

These results demonstrate that the light-cone effect persists
for mixed initial states, although the visibility of the signal is
of course diminished with increasing temperature (until it van-
ished completely at � = 0 since the initial density matrix is
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FIG. 3. a) Extracted inflection points versus distance for different
initial temperatures for the quench from � = 4 to cos(⇡/4). The
straight lines correspond to the velocities extracted from the GGE
where only the offset of the time axis has been fitted and the orange
dashed line denotes the Bethe ansatz velocity for the ground state of
the final interaction. b) Rescaled spin correlation functions for the
quench from � = 4 to cos(⇡/4) for T/J = 1 and the ground state
(dashed line) and different distances j. The time axis is shifted by
extracting the arrival time for j = XX . One can clearly see that the
signal is delayed as the initial temperature is increased.

trivial). Comparing the time evolution of the correlation func-
tions for different initial temperatures, we see (cf Fig. 2 and
Fig. 3) that the wave front is delayed when the temperature
of the initial state is increased, signalling that the spreading
slows down. We further observe that the spreading velocity is
sensitive to the strength of the quench, i.e. the value of the ini-
tial interaction: the velocity decreases with increasing energy
density.

Having established the unexpected result that the spreading
velocity depends both on the initial density matrices and the
final Hamiltonian, an obvious question is which properties of
⇢(t = 0) are relevant in this context. In order to quantify this
aspect we follow Ref. 35 and define the precise location of
the light-cone as the first inflection point of the “wave front”
observed in Sz . This allows us to extract a spreading velocity
vs by performing a linear fit to the largest accessible time,
where expected finite-distance effects [41] are small.

Our main result, shown in Fig. 4, is that the spreading ve-
locity is mainly determined by the final energy density

ef =

Tr[H(�f )⇢(t = 0)]

L
. (4)

Plotting the velocities against ef leads to a remarkable data
collapse for a variety of quenches from thermal as well as pure
initial states. This holds in spite of the fact that the system is
integrable and thus its dynamics is constrained by an infinite
set of conserved quantities. As we will show in the follow-
ing, the observed velocities can be explained quantitatively by
considering excitations in an appropriately defined general-
ized Gibbs ensemble. Focusing on the quenches to �f = 1/2
as well as cos(⇡/4), we observe that the spreading velocity vs

increases significantly as the final energy density is reduced by

Observation: good data collapse if we plot velocity as a function
of final state energy 

Light-cone velocity depends on initial state 
(and not just final Hamiltonian):

Observation:
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How to understand these findings?

Well, the XXZ chain is integrable ...

[Im, In]=0, I1=H(h), n=1,2,3,....

are fixed

maximize entropy with fixed en → macrostate ρ
→ microstate (“representative state”) Caux& Essler ’13
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Main idea: light cone velocity determined by “excitations”
over the representative state.
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Theoretical principles

Introduction

Many molecules absorb ultraviolet or visible light. The absorbance of a solution increases as attenuation of the
beam increases. Absorbance is directly proportional to the path length, b, and the concentration, c, of the
absorbing species. Beer's Law states that

A = ebc, where e is a constant of proportionality, called the absorbtivity.

Different molecules absorb radiation of different wavelengths. An absorption spectrum will show a number of
absorption bands corresponding to structural groups within the molecule. For example, the absorption that is
observed in the UV region for the carbonyl group in acetone is of the same wavelength as the absorption from
the carbonyl group in diethyl ketone.

For a comprehensive discussion of Beer's Law, click here

Electronic transitions

The absorption of UV or visible radiation corresponds to the excitation of outer electrons. There are three
types of electronic transition which can be considered;

1. Transitions involving p, s, and n electrons
2. Transitions involving charge-transfer electrons
3. Transitions involving d and f electrons (not covered in this Unit)

When an atom or molecule absorbs energy, electrons are promoted from their ground state to an excited state.
In a molecule, the atoms can rotate and vibrate with respect to each other. These vibrations and rotations also
have discrete energy levels, which can be considered as being packed on top of each electronic level.
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want 
“excitation spectrum”

around this state

This sounds crazy, but let’s look at a case we know:
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Free theories:

• single species, dispersion ε(p)

• can describe |Φs⟩ by densities of particles and holes

• specific “representative state” in large, finite volume

• Excitations= particles and holes with energies ±ε(p)

• velocity= maxp|ε’(p)|

(think of a Fermi gas)

“No dressing in 
free theories”
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Integrable theories like XXZ:

Works analogously to the free case 
(but much more complicated, e.g. energies given in terms of 
infinite set of coupled nonlinear integral equations etc)

Crucial point: states in the “middle of the spectrum” 
can still be understood in terms of stable “excitations”
due to integrability.
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FIG. 4. (Color online) Spreading velocity vs extracted from the
spin correlation function Sz as a function of the final energy Ef

for �f = 1/2 and cos⇡/4. The symbols denote numerical results
obtained from either thermal or pure initial states with different �i.
GGE results for the spreading velocities using the first two conserved
quantities are drawn as dashed lines. The inset shows the velocity at
� = 0 extracted from the thermodynamic Bethe ansatz for � =

cos⇡/n.

increasing T . The numerical data suggests that vs approaches
a non-trivial velocity in the infinite-temperature limit that de-
pends in �f , shown in the inset of Fig. 4, that can in fact
be obtained from Bethe ansatz (see discussion below). For
very weak quenches, where only the low-energy (relative to
the ground state of H(�f )) degrees of freedom become pop-
ulated, one expects that the spreading velocity is given by the
maximal mode velocity v� = ⇡[(1��2

)/(2 arccos�)]

�1/2.
In fact, the spreading velocity extrapolates to v�f , when the
final energy approaches the ground state energy of H(�f ).

For the non-interacting case �f = 0 which reduces essen-
tially to free fermions, we find that the spreading velocity for
all initial conditions is compatible with the maximal mode ve-
locity, v0 = 2. This is consistent with results we obtained
for quenches to the critical point of a one-dimensional Ising
model in a transverse field, which is essentially also a free
theory, where also no significant dependence of the spreading
velocity on the initial conditions was observed.

Excitations in a Generalized Gibbs Ensemble.— A recent
work [42] proposed that correlation functions of local opera-
tors after a quench to an integrable model, prepared in a pure
state | i, are given by

lim

L!1
hO(t)i = lim

L!1

 h |O(t)|�si
2h |�si + �s $  

�
. (5)

Here |�is is a simultaneous eigenstate of the post-quench
Hamiltonian and all local, higher conservation laws In, such
that

in ⌘ lim

L!1

1

L
Tr[⇢(t = 0)In] = lim

L!1

1

L

h�s|In|�si
h�s|�si . (6)
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FIG. 5. Scheme for the extraction of the velocities from the GGE.
See text for details.

In the case of interest here we have O(t) = Sz
L/2(t)S

z
j (t).

Importantly, the state |�si can be constructed by means of a
generalized Thermodynamic Bethe Ansatz (gTBA) [43, 44]
It was argued in Ref. 42 that states obtained by making mi-
croscopic changes to |�si are most important to describe the
dynamics at (sufficiently) late times. This is motivated by em-
ploying a Lehmann representation in terms of energy eigen-
states H(�)|ni = En|ni

h |O(t)|�si =

X

n

h |nihn|O|�sie�i(En�E�s )t, (7)

and noting that at sufficiently late times only states with
(En � E�s)/J = O(1) are likely to contribute due to the
otherwise rapidly oscillating phase. It is then tempting to
conjecture that spreading of correlations occurs through these
“excited states”, and the light-cone effect propagates with the
maximum group velocity that occurs amongst them. The
method for calculating such excited state velocities is depicted
schematically in Fig. 5, and details of the calculations are
provided in the Supplementary Material. The basic idea is
to use TBA methods to determine the macrostate minimiz-
ing the generalized Gibbs free energy. This is characterized
by appropriate Bethe Ansatz root densities ⇢p,h

j (x) for parti-
cles and holes of elementary excitations labelled by the in-
dex j. One then goes over to an appropriate microcanonical
description, in which one considers the particular simultane-
ous eigenstate |�si of the Hamiltonian and the higher con-
servation laws, which is described by the set {⇢p,h

j (x)} in
the thermodynamic limit. One then considers small changes
of this microstate, and determines the resulting O(1) (i.e.
non-extensive) changes in energy and momentum. These can
be described by additive “elementary excitations” relative to
|�si. Finally, one determines the dispersion relations and
hence the group velocities of these excitations. The most sig-
nificant qualitative features of the “GGE excitation spectrum”
obtained in this way are as follows. (i) There are several types
of infinitely long-lived elementary excitations. (ii) Their num-
ber depends only on the anisotropy�f [45], but their disper-

quenches { for several Ti}

→ consistent

Comparison to numerical results
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Summary

• Non-equilibrium dynamics in isolated many-particle systems
  gives access to unexplored, interesting aspects of quantum
  theory.
• Rich structure in light-cones after both local & global quenches.
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Outline

A. Isolated many-particle quantum systems out of equilibrium.

B. Theoretical protocols: local vs global “quantum quenches”.

C. Spreading of correlations & “approximate causality”.

D. Structure of the “light-cone” after global quenches.
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