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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO
LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE,
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the
results to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

Copyright ©, Intel Corporation. All rights reserved. Intel, the Intel logo, Xeon, Xeon Phi, Core, VTune, and Cilk are
trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are
not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other
optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use
with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the
specific instruction sets covered by this notice.
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Intel® software tools overview

Intel® Xeon® and Intel® Xeon Phi™ &
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Create Faster Code...Faster

torization

Intel® Parallel Studio XE .
- Design, build, verify and tune Xeo%ﬁgbata

« C++, C, Fortran and Java*
Highlights from what’s new for “2016”

Vec

edition

- Intel® Data Analytics Acceleration Library

+ Vectorization Advisor: @
Custom Analysis and Advice PARALLEL

« MPI Performance Snapshot: Scalable profiling STUDIOXE

« Support for the latest Standards, Operating
Systems and Processors

http://intel.ly/perf-
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http://intel.ly/perf-tools

Intel® Parallel Studio XE 2016 editions

Composer Edition Professional Edition Cluster Edition

Build fast code using Adds analysis tools Adds MPI cluster
industry leading tools
What it does: compilers and libraries

including new data
analytics library

+ C++ and/or Fortran Composer edition + Professional edition +
compilers « Performance profiling * MPI cluster
+ Performance libraries « Threading communications
« Parallel models design/prototyping & library
What's included: vectorization advisor « MPI error checking
« Memory & thread and tuning
debugger
- Data analytics acceleration

library
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Intel® Parallel Studio XE 2016 compilers

™
5

Intel® Xeon® and Intel® Xeon Phi

o 7g
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Intel® C/C++ and Fortran Compilers

What's New:

« More of C++14, generic lambdas, member initializers and aggregates
* More of C11, Static_assert, _Generic, Noreturn, and more

* OpenMP 4.0 C++ User Defined Reductions, Fortran Array Reductions
« OpenMP 4.1 asynchronous offloading, simdlen, simd ordered

« F2008 Submodules, IMPURE ELEMENTAL Functions

« F2015 TYPE (*), DIMENSION(..), RANK intrinsic, relaxed restrictions on
interoperable dummy arguments

« Significant improvement in alignment analysis, vectorization robustness
« Much improved Neighboring Gather optimization

SOFTWARE AND SERVICES




Performance without compromise

Intel® C++ and Fortran Compilers

Boost C++ application performance
on Windows* & Linux* using Intel® C++ Compiler
(higher is better)
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Windows Linux Windows Linux
Estimated SPECfp®_rate_base2006 Estimated SPECint®_rate_base2006

Relative geomean performance, SPEC* benchmark - higher is better

Confguraion: Windons hardware: HP DL320e Gen 2 (sinle-socket server)with Intel(®) Xeon(®) CPU E2.1280 u3 @ 3.606Hz 32 B RAM, HyperThreading Is of:

ardvare; Hp BLAGOC Gend with Intel(R) Xeon(d) CPUEE 2680 13 @ 25061z 256 B RAM, HyperTireadng i on. oftware: Intel C++ cOompier 160, FIcrosoft (R
O e e st Verse 006231 26 TorX06/x4 GCC 5.20. Linux O’ Hed Hat Enterprise Linux Sever riease 7.1 (Maipa), kel 3-10.0-229 o736 64
Windowe 05: Windows 8.1. SPEC* Benchrark (wviy.&pec org)

i e for performance only on I rformance tests,such as SYSmark and
PR et ark. are eeasured sl Spacie LorapoLe yalemms, compOTANtS Softwale: operaions and Bonone Any Crange o ary o (HGse aciors may Cause e reonts
oy, Vol Sholld consultofher mforation 3nd perofmanc feas o 3zt you I il evauating your cortemplated purchates, icluing the prformance o tat
product when combingd with other produc  brands and names are the property of their réspective owners.  Benchmark Source: intel Corporation
Optimization Notice: Inte's compilers may or may not aptimize to the same degree for non-Intel microprotessors for optimizations that are ot
unique o el microproceesors indyde §5¢ S6E3 and S3SE3 nstructon sets Intel does not
ailability, Sha
Bependont optimizationLin this product are intended for Use with INtal microprocesaara. Corain o ! ions not specific to Intel microarchitecture
e T st cebtore Pioced o oo e geplcableproduct serand Reference Glides for more information regarding the specifc
instruiction sets covered by this notice. Notice revision #20°
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on Windows*, Linux* & OS X*

Boost Fortran application performance
on Windows* & Linux* using Intel® Fortran Compiler
(higher is better)
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Windows Linux
Relative geomean performance, Polyhedron* benchmark- higher is better

Configuration: Hardware4\nle\[R Core(T)7-4770K CPU @ 3,50z, HyperTiveading Isoff, 16 GB RAM. Saftware: Itel Forran compller 160, Absoft-15,01, PGI

£oran 155, Openéi o O5: Red Hat Enierprise Linuc Serverrelease7U(Ma\pn) kermel 3.100-123 cl7x6 64, indows OS: Wirdows 7
Service pack 1 Folyhed ) mpiler switches: Absol H h=1 mat chcore NTEGER
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pen

pavanhewgg logps=a, Intel For'(ran‘c%m’pﬂer iasl pavaHs\' B Fortan oot Mipaclastimine Momaraoe -VHpiaaaen Tstac amays comeur-bind. o
Farch=baver! -mavx -mno fmas -Ofast -mso -

Sofivare and workloads used n performance tests may have been optimized for performance only o Inel micropracessors, Performance tetssuch as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions, Ay change to any of those factors may cause the results
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Impressive performance improvement
Intel® Compiler OpenMP* 4.0 Explicit Vectorization

 Two lines added that take full
advantage of both SSE or AVX

« Code portable between compilers

typedef float complex fcomplex;
const uint32_t max_iter = 3000;
#pragma omp declare simd uniform(max_iter), simdlen(16)
uint32_t mandel (fcomplex c, uint32_t max_iter)
{
uint32_t count = 1; fcomplex z = c;
while ((cabsf(z) < 2.0f) && (count < max_iter)) {
z =z * z + ¢c; count++;
}
return count;
}
uint32_t count[ImageWidth] [ImageHeight];

float c_im = max_imag - y * imag_factor;
#pragma omp simd safelen(16)
for (int32_t x = 0; x < ImageWidth; ++x) {
fcomplex in_vals_tmp = (min_real + x * real_factor) + (c_im * 1.0iF);
count[y] [x] = mandel(in_vals_tmp, max_iter);
}
}

SOFTWARE AND SERVICES

Mandelbrot calculation speedup
Normalized performance data — higher is better

Serial SSE 4.2 Core-AVX2




Impressive performance improvement

Intel C++ Explicit Vectorization using OpenMP* 4.0 SIMD or Intel® Cilk™ Plus
SIMD Speedup on Intel® Xeon® Processor

Normalized performance data - higher is better

5,28
2,09
1,00 1,00 1,00 1,00 1,00

AoBench Collision Grassshader Mandelbrot Libor RTM-stencil Geomean
Detection

1,00

Serial ®WSSE4.2 mCore-AVX2
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Intel® Parallel Studio XE 2016 libraries

Intel® Threading Building Blocks

Intel® Integrated Performance Primitives
Intel® Math Kernel Library

Intel® Data Analytics Acceleration Library

Intel® Xeon® and Intel® Xeon Phi™ &
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Intel® Threading Building Blocks
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Intel® Threading Building Blocks
(Intel® TBB) =

« Specify tasks instead of manipulating threads

- Intel® TBB maps your logical tasks onto threads with full support for nested
parallelism

« Targets threading for scalable performance
« Uses proven, efficient parallel patterns
« Uses work stealing to support the load balance of unknown execution time for tasks
- Flow graph feature allows developers to easily express dependency and data flow
graphs
» Has high level parallel algorithms and concurrent containers and low level
building blocks like scalable memory allocator, locks and atomic operations

« Open-sourced and license versions available on Linux, Windows, Mac OSX,
Android

Commercial support for Intel® Atom™, Core™, Xeon® processors, and for Intel®
Xeon Phi™ coprocessors

SOFTWARE AND SERVICES




Rich Feature Set for Parallelism
Intel® Threading Building Blocks

Threads and synchronization

( I N te I ® T B B) Memory allocation and task scheduling
Generic Parallel m Concurrent Containers
Algorithms

A set of classes to Concurrent access, and a scalable alternative to
Efficient scalable way to express parallelism containers that are externally locked for thread-safety
exploit the power of as a graph of
multi-core without compute
having to start from dependencies and/or Synchronization Primitives
scratch. data flow

Atomic operations, a variety of mutexes with different
properties, condition variables

Task Scheduler Timers and Threads Thread Local Storage
Exceptions
Sophisticated work scheduling engine that d - 0OS API Efficient
empowers parallel algorithms and the flow graph Thread-safe timers wrappers implementation for
and exception unlimited number of
classes thread-local variables

Memory Allocation

Scalable memory manager and false-sharing free allocators

SUFTWARE AND SERVICES




Intel® Threading Building Blocks

What's new:
+ Fully supported tbb: : task_arena

« Task arenas provide improved control over workload isolation and the
degree of concurrency

« Dynamic replacement of standard memory allocation routines for OS X*
« Utilize the powerful TBB scalable allocator easily on OS X

« Binary files for 64-bit Android* applications were added as part of
the Linux* package

« Improvements to the Flow Graph features
« Check out Flow Graph Designer!
« Several improvements to examples and documentation

SOFTWARE AND SERVICES




Scalability and productivity

Intel® Threading Building Blocks (Intel® TBB)
Excellent Performance Scalability with Intel® Threading Building Blocks 4.4

on Intel® Xeon® Phi™ Coprocessor

1 P 3 4 5 6 7 8 10 12 14 16 20 24 28 32 40 48 56 64 80 96 112 128 160 192 224
Hardware Threads
- — = Linear —a— pi sudoku —g=— tachyon

Configuration Info: Sw Versicns: Intel® C++ Intel® 64 Compiler, Version 16.0, Intel® Threading Building Blocks {Intel® TBB) 4.4; Hardware: Intel® Xeon Phi™ Coprocessor 7120 (16GB, 1.238 GHz, 61Cf244T), MPSS
Version: 3.5 Flash version: 2.1.02.0391; Host: 2x IntelR) Xeon{R) CPU E5-2680 0 @ 2.70GHz {16C/32T); 64GB Main Memory; OS: Red Hat Enterprise Linux Server release 6.5 (Santiago), kernel 2.6.32-431 el6.x86_64;
Benchmarks are measured only on Intel® Xeon Phi* Coprocessor, Benchmark Source: Intel Corp. Note: sudoku and tachyon are included with Intel TBB
Software and workloads used in performance tests may have been cptimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific
computer systems, components, software, operations and functions. Any change 1o any of those factors may cause the results tovary. You should consult other information and performance tests to assist you in
fully evaluating your contemplated purchases, including the performance of that product when combined with other products. * Other brands and names are the property of their respective owners. Benchmark
Source; Intel Corporation

Notice: Intel's ilers may or may not optimize to the same degree for Intel mi for optimizati that are not unique to Intel microprocessors. These optimizations include
SSEZ SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors nutmanufactured by Intel.
Microprocessor-dependent optimizations inthis product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchi 0
Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice revision #20110804 .
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Intel® Integrated Performance Primitives
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Intel® Integrated Performance Primitives
(Intel® IPP)

A software developer’s competitive edge

« Multi-core-ready, computationally intensive and optimized functions for large
dataset problem processing and high performance computing

« Reduces cost and time associated with software development and maintenance
- Developers can focus their efforts only on their application code
« Cross platform support and optimized for current and future processors

Unleash your potential through access to silicon
 Yields the best system performance for the target processor

« Takes into account memory bandwidth and caching behavior of the target
environment

« Automatic dispatching feature picks the flow optimized for that specific
architecture without changing the code

SOFTWARE AND SERVICES




Intel® IPP Domain Applications

Image
Processing/Color
Conversion

Healthcare
(including medical
imaging)

Special effects for
photo/video
processing

Object compression/
decompression
Image scaling,
image combination
Noise reduction
Optical correction

SOFTWARE AND SERVICES

Computer Vision

Digital Surveillance
Industrial/Machine
Control

Image Recognition
Bio-metric
identification
Remote operation of
equipment and
gesture
interpretation
Automated sorting
of materials or
objects

Data Compression

Internet portal data

Enterprise data

Signal Processing

Telecommunications
Energy

Recording,
enhancement and
playback of audio
and non-audio
signals

Echo cancellation :
filtering,
equalization and
emphasis
Simulation of
environment or
acoustics

Games involving
sophisticated audio
content or effects

Cryptography

Internet portal data
center

Information Security
Telecommunications
Enterprise data
management
Transaction security
Smart card
interfaces

ID verification

Copy protection
Electronic signature




Intel® Integrated Performance Primitives

What's new:
- Additional optimization for Intel® Quark™, Intel® Atom™, and the processors
with Intel® AVX2 instructions support
Intel® Quark™: data compression, cryptography optimization
Intel® Atom™: computation vision, image processing optimization
Intel® AVX2: computer vision, image processing optimization
« New APIs to support external threading
- Improved CPU dispatcher
Auto-initialization. No need for the CPU initialization call in static libraries.
Code dispatching based on CPU features
« Optimized cryptography functions to support SM2/SM3/SM4 algorithm
« Custom dynamic library building tool
« New APIs to support external memory allocation

SOFTWARE AND SERVICES




Intel® Math Kernel Library
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Intel® Math Kernel Library (Intel® MKL)

« Speeds math processing in scientific,
engineering and financial
applications

- Functionality for dense and sparse
linear algebra (BLAS, LAPACK,
PARDISO), FFTs, vector math,
summary statistics and more

« Provides scientific programmers and
domain scientists

- Interfaces to de-facto standard APIs
from C++, Fortran, C#, Python and
more

«  Support for Linux*, Windows* and OS
X* operating systems

« Extract great performance with
minimal effort

SOFTWARE AND SERVICES

Unleash the performance of Intel®
Core, Intel® Xeon and Intel® Xeon
Phi™ product families

« Optimized for single core vectorization
and cache utilization

+  Coupled with automatic OpenMP*-
based parallelism for multi-core,
manycore and coprocessors

+ Scales to PetaFlop (1015 floating-point
operations/second) clusters and
beyond

Included in Intel® Parallel Studio XE
and Intel® System Studio Suites




Intel® Math Kernel Library (Intel® MKL)

Linear Algebra '.:.aSt AL Vector Math Vector RNGs 5““‘.'““.‘“’ And More...
ransforms Statistics

« BLAS « Multidimensional + Trigonometric « Congruential * Kurtosis « Splines
* LAPACK « FFTW interfaces + Hyperbolic *  Wichmann-Hill + Variation « Interpolation
* ScalLAPACK « Cluster FFT + Exponential * Mersenne coefficient « Trust Region
* Sparse BLAS * Log Twister » Order statistics « Fast Poisson
* Sparse Solvers + Power * Sobol *  Min/max Solver
« Iterative * Root « Neiderreiter + Variance-
+ PARDISO* SMP & « Non- covariance

Cluster deterministic

SOFTWARE AND SERVICES




Automatic performance scaling from the core,
multicore, many-core and beyond

- Extracting performance
from the computing .. MKL
resources | M

Intel® MPI

- Core: vectorization, source
prefetching, cache utilization

- Multi-Many core

(processor/socket) level Sequential
- - Intel® MKL
parallelization
Multcore ( R Multxcore (
- Multi-socket (node) level U N U

parallelization Many Core
Intel® Xeon Phi &
Coprocessor Multicore

_ - Multcore:
Clusters scaling s | Sy
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The latest version of Intel® MKL unleashes the
performance benefits of Intel architectures

DGEMM Performance Boost by using Intel® MKL vs. ATLAS*

Intel® Core™ Processor i7-4770K Intel® Xeon® Processor E5-2699 v3
200 4 1500
w150 &
8- 5-1 Q00
T g
8 100 4 g
u L 500
% 20 %
E | E
=] =] 4] ¥ ¥ y y ¥ ¥ T y y 1
E 0 E 256 200 450 800 1000 13500 2000 3000 4000 5000 8000 7000 8000
e 64 80 96 104 112 120 128 144 160 176 192 200 208 224 240 256 384 e
Matrix size {M = 10000, N = 6000, K = 64,80,96, .., 384) Matrix size (M = N)
—— Intel MKL - 1 thread —e—Intel MKL - 2 threads —s— Intel MKL - 4 threads —a—ntel MKL - 1 thread —e—Intel MKL - 18 threads —#— Intel MKL - 36 threads
—a— ATLAS - 1 thread —e— ATLAS - 2threads ~ —m— ATLAS - 4 threads —a— ATLAS - 1 thread —e—ATLAS - 18 threads ~ —®—ATLAS - 36 threads

Configuration Info - Versions: Intel® Math Kernel Library {Intel® MKL) 11.3, ATLAS® 3.10.2; Hardware: Intel® Xeon® Processor E5-2699v3, 2 Eighteen-core CPUs {45MB LLC, 2.3GHz), 64GB of RAM; Intel® Core™ Processor
i7-4770K, Quad-core CPU (BMB LLC, 3.5GHz), 8GB of RAM; Operating System: RHEL 6.4 GA x86_64;

Sofoware and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SySmark and MobileMark, are measured using specific
computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. ¥ou should consult other information and performance tests to assist you in
fully evaluating your contemplated purchases, including the performance of that preduct when combined with other products. * Other brands and names are the property of their respective owners. Benchmark
source: Intel Corporation

Cptimization Notice: Intel’s compilers may or may not optimize to the same degree for non-Intel micropr for optimizati that are not unique to Intel microprocessors. These optimizations include
SSE2, SSE2, and SSS5E3 instruction sets and other optimizations. Intel does not guarantee the availability, i i of any optimization on microprocessors not manufactured by Intel.
Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors.
Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice revision #20110804 .
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Intel® MKL 11.3

What's New:

+ Certified component of the VXF 2016
Reference platform

+ Batch GEMM functions

«  Improve the performance of multiple,
simultaneous matrix multiply operations

+  Provides grouping (the same sizes and
leading dimensions) and batching across
groups

» Sparse BLAS inspector-executor API

« Matrix structure analysis brings
performance benefit for relevant
applications (i.e. iterative solvers)

« Parallel triangular solver

+ Both 0-based and 1-based indexing, row-

major and column-major ordering
«  Extended BSR support

SOFTWARE AND SERVICES

GEMMT functions calculate C = A * S *
AT, where S is symmetric and/or
diagonal

Counter-based pseudorandom number
generators

« ARS-5 based on the Intel AES-NI
instruction set

*  Philox4x32-10

Intel MKL PARDISO scalability
«  Improved Intel MKL PARDISO and Cluster
Sparse Solver scalability on Intel Xeon Phi
COprocessors
Cluster components extension

« MPI wrappers provide compatibility with
most MPI implementations including custom
ones

Cluster components support on OS X



Intel® Data Analytics Acceleration Library
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Intel® Data Analytics Acceleration Library

- Advanced analytics algorithms supporting all Designed and
. Built by Intel
.. data analysis stages. to
n .
pelight
g:i,?ﬁ?,sc « Decompression  « Aggregation + Summary * Machine * Hypothesis « Forecasting Data SC’ent’Sts
Engineering . Filtering A . Dimens‘ion Statisti_cs Learning testing « Decision Trees
Web/Social + Normalization Reduction + Clustering.  * Parameter * Model « Etc. PCA Performance Boost
. glsr:m:ﬂz: CIfiEIS Using Intel® DAAL vs. Spark* MLLib

- Simple to incorporate object-oriented APIs
for C++ and Java

+ Easy connections to: .
- Popular analytics platforms (Hadoop, Spark) T s

- Data sources (SQL, non-SQL, files, in-memory)

Speedup
IS
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Intele Data Analytics Acceleration Library

List of Algorithms

+ Low Order Moments
computing min, max, mean, standard
deviation, variance, ... for a dataset

* Quantiles
splitting observations into equal-sized
groups defined by quantile orders

« Correlation matrix and variance
The basic tool in understanding statistical
dependence among variables

« Correlation distance matrix
Measuring pairwise distance between items
using correlation distance

« Cosine distance matrix
Measuring pairwise distance using cosine
distance

+ Data transformation through matrix

decomposition
e Supports Cholesky, QR, and SVD

decomposition algorithms

SOFTWARE AND SERVICES

Outlier detection

- Identifying observations that are
abnormally distant from typical
distribution of other observations

Association rules mining — Also known
as “shopping basket mining”
* Detecting co-occurrence patterns
Linear regression
« The simplest regression method
Classification
« Building a model to assign items
into different labeled groups
Clustering
« Grouping data into unlabeled
groups uisng 2 algorithms: K-
Means and “EM for GMM” _=




Intel® Parallel Studio XE 2016 tools

Intel® VTune™ Amplifier XE Performance Profiler
Intel® Inspector XE Memory & Thread Debugger
Intel® Advisor XE Vectorization Optimization and Thread Prototyping

Intel® Xeon® and Intel® Xeon Phi™ &

SOFTWARE AND SERVICES



Intel® VTune™ Amplifier XE
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Intel® VTune™ Amplifier Performance

Profiler

Get Faster Code Faster with accurate
data & meaningful analysis

« Accurate CPU, GPU and threading
data

« OpenMP region efficiency analysis
+ Powerful data analysis & filtering
- Data displayed on the source code
- Easy set-up, no special compiles

SOFTWARE AND SERVICES

http:
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http://intel.ly/vtune-amplifier-xe

Collecting data

Intel® VTune™ Amplifier

Uses OS interrupts

Collects from a single process tree

~10ms default resolution

Either an Intel® or a compatible processor
Call stacks show calling sequence

Works in virtual environments

No driver required

SOFTWARE AND SERVICES

Uses the on chip Performance Monitoring Unit (PMU)
Collect system wide or from a single process tree.

~1ms default resolution (finer granularity - finds small functions)
Requires a genuine Intel® processor for collection

Optionally collect call stacks

Works in a VM only when supported by the VM
(e.g., vSphere*, KVM)

- Easy to install on Windows
Requires a driver - Linux requires root
(or use default perf driver without stacks)




A rich set of performance data
Intel® VTune™ Amplifier

Software Collector Hardware Collector

Advanced Hotspots
Which functions use the most time?
Where to inline? — Statistical call counts

Basic Hotspots
Which functions use the most time?

Concurrency General Exploration
Tune parallelism. Where is the biggest opportunity?
Colors show number of cores used. Cache misses? Branch mispredictions?

Locks and Waits
Tune the #1 cause of slow threaded performance:
- waiting with idle cores.

Advanced Analysis
Dig deep to tune access contention, etc.

Any IA86 processor, any VM, no driver Higher res., lower overhead, system wide
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Find answers fast
Intel® VTune™ Amplifier

i Basic Hotspots Hotspots by

Adjust data grouping
Function - Call Stack
Meodule - Function - Call Stack

Source File - Function - Call Stack
Thread - Function - Call Stack
... (Partial list shown)
Double click function
to view source

Click [+] for call stack

Filter by timeline selection
(or by grid selection)

Zoom In And Filter On Selection
Filter In by Selection

Remowve All Filters

SOFTWARE AND SERVICES

Analysis Type

on Log

CPU Usage \

& Bottom-up

B Summary

spoint (change) @

% Caller/Callee

Grouping: | Function { Call Stadk

-] ] @

Function / Call Stack

 FireObject:checkCellision
[ FireObject:ProcessFireCallisionsRange
E NtWaitForSingleObject
. WaitForSingleObjectEx< WaitForSir
. RilpWaitOnCriticalSection< RilEnte

* [l stdubasic_ifstream< char,struct std:char|
. Ogre:FileSystemArchive:open
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Intel VTune Amplifier XE 2015

B Tasks and Frames

Data Of Interest (CPU Metrics) [=]

“rViewing 4 10f49 b selected stack(s)

228% (1.029s of 4.507s) ‘

SystemProceduralFire DLLIFireObjectic...

|
SystemProceduralFire. DLL!FireObject:Pr...

SystemProceduralFire. DLL!FireObject::Fi...

Smoke.exe!ParallelForBody:operator()+...

Smoke.exe![TBB parallel_for on class Para...

Smoke.exeltbbuinternal:start for<class ...

Smoke.exe!TaskManagerTBB:ParallelFo...
SystemProceduralFire.DLL!FireObject:Em... _

_endthreadex (TID|
_endthreadex (TID|

CPU Usage

Frame Rate
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Process / Thread / Madule L
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7= Tasks

Filter by process
& other controls

Hover for

tips

Tuning opportunities shown in pink.

[-]

[ = any utiization
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Profile data on source /
Intel® VTune™ Amplifier

View source / assembly or both

% Bas. ‘lotspots Hotspo

CPU Time

W] | assembly grouping: [address

assembly

Right click for instruction reference manual

Intel VTune Amplifier XE 2015

Tree| | B Tasksani “rames| [EYIERe s

Source 5 CPU Time: Total .. 2 # Sour...
Line ource Address & Line
D1dle @ Poor [0k
0.017s| 0x418b6d 580
i i i . 0x418b74 580
Quick assembl.y navigation: ——
Select source to highlight assembly o
0x418b7c 581
579 cur = g->cells[voxindex]; a d18b7F 581
580 while (cur != NULL) { 04995 0x418b81 581
581 if (ry->mbox [cur->obj-»id] ! 0xd18b84 581
582 ry->Thox [cur->obj->id] = 7 0547s[] 418087 581
583 cur-sobj->methods->interse| 1.769s [l 0x418b8a 581
584 1 0x418b8d 581
585 CUr = cur->next; 05685 0x418b90 581
586 } 0.070s| 0x418b92
587 CUrvox.z += 3tep.z; 0.070s| 0418092 582
588 if (ry->maxdist < tmax.z || cu| 0100s| 0:d18b98 582
Selected 1 row(s): 77955 ~
< [ Qg r

Block 54:
mov edx, dword ptr
mov eax, dword ptr
mov ecx, dword prr
mov edx, dword ptr
mov eax, dword ptr
mov edx, dword ptr
mov eax, dword prr
crp eax, dword prr
Jz Oxd18bdé <Block
Block 55:

mov ecx, dword ptr
mov edx, dword ptr

o

[=bp-0x190
[edx+0x4]
[eax]
[ebpt+0xc]
[edx+0x10]
[ebp+0xc]
[eax+acx*d
[edx+0xc]
57>

CPU Time: Total ..
@1dle @ Poor @Ok
0120¢]
0.379:[1

0.000s|

0.020s|

32.252: [N
2,500 [
0.030s|

0.040s|

1262 [

03315l
01165

77955 -
« [m] »

Scroll Bar “"Heat Map” is an overview of hot spots
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Thread behavior timeline
Intel® VTune™ Amplifier

& Transitions ik CPU Time
Locks & Waits Basic Hotspots Advanced Hotspots
T ' : e T : T ;
Qb QO 20,368 ] : Rulex Avea 29.945 29,965 39,98 30,058 3015 30.1¢
—2286s 20 &
L =% Frame S T e = = ' v :
WiinMainCRTStar tu. .. ] [ F—
[Thread (ox1364) B Running ]
B [Thread (0x1360) 1 waits e ——
£ [Thread (0x1374) =7 User Task . ]
[Thread (0x137c) Transition T
[Thread (0x1334) Thread Concurrency |-k e i
duk Concurrency U mm ik b bk ad 3
Thread Concurrency Fra r Time W
=] v = s
B = User Task
=P Frame @& Transition i
Frame Transition Start: 20,9585 Duration: 00185
+|start: 298585 Duration: 0.017 wiinMainCRTStartup (0:1244) to Thread (0:138<) (20.8995 to 20.8995) Task Type: Smoke:FrameWWorks execute():Dther
overs: P
Frame: 72 Sync Object: TBB Scheduler Task End Call Stack: Framework:Execute
Frame Domain: Smoke:Framework:execute() Object Creation File: taskmanagertbb.cpp
Frame Type: Good Object Creation Line: 318 CPU Time
Frame Rate: 59.8242170 04.233472%

« Optional: Use API to mark frames and user tasks ¥ %Frame % UserTask
+ Optional: Add a mark during collection {2 Mark Timeline ]
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Parallel performance issues
Intel® VTune™ Amplifier

e e Ss e A< 7< 23 ES ase cad

=
e - & Running

lmainCRTStortup @xct

2 - -:] =

|OMP Worker Thread #1

©1750)

‘ oa rse ra | n  [mp warker 1 hrenc 27 dluk CPU Time
wame) Ihread Concurrency

B
o B
locks | [#

QUQ#GQe 2865 | 287s 2885 289s 295 291s 2925 < |l Thread

Jrvain CRTStartup (023 8 running
loy 1 waits

M CPUTitne
Teansitions

e Low
sk cruTime

7] Tho cad Concunrency

bR concurrency

Tread

(1R} \I\HIH\\HHIH\I\I\I\HHHHHIHIH\HI\I IRy & 1l
I
I I HHHH\HHI\ HH“ 1

o worker Thread =L | | I[N ”HW

©x16d8) 11

High lock (el SRR
contention

Thrand

©3234)

CPU Usage

Thread Concurrency.

Thread
B Running
ol L waits

ik CPL Time
1 * & Transitions

Qe G
i CRTStartup (Oxlce.
(42

[oMP Worker Thread #1
©:a629)

[OMP Worke: Thicad #2
(©25c8)

Thiesd

Load
imbalance

[P Worker TRrend %7
ws2018)

CPU Usaye
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OpenMP analysis
Intel® VTune™ Amplifier

Fast Answers: Is my OpenMP scalable? How much faster could it be?

® OpenMP Analysis. Collection Time: 14.490
1)» Serial Time (outside any parallel region) 4.020s (27.7%)

Serial Time of your application is high. It directly impacts application Elapsed Time and scalability. Explore options for parallelization, algorithm or
microarchitecture tuning of the serial part of the application.

@ Parallel Region Time:  10.469s (72.3%)
Estimated Ideal Time: 7.115s (49.1%)
2) > Potential Gain: 3.354s (23.1%)
The time wasted on load imbalance or parallel work arrangement is significant and negatively impacts the application performance and
scalability. Explore OpenMP regions with the highest metric values. Make sure the workload of the regions is enough and the loop schedule is..

@ Top OpenMP Regions by Potential Gain

This section lists OpenMP regions with the highest potential for performance improvement. The Potential Gain metric shows the elapsed time that
could be saved if the region was optimized to have no load imbalance assuming no runtime overhead.

OpenMP Region Potential Gain (%) Elapsed Time

aH» conj_grad_%$omp$parallel: 24 @/home/vtune/work/apps/NPB/NPB3.3.1/NPB3.3-OMP/CG/cg.f:.514:695 3.294s 22.7% 10.208s
MAIN__$omp$parallel: 24@/home/vtune/work/apps/NPB/NPB3.3.1/NPB3.3-OMP/CG/cq.fi185:231 0.059s 0.4% 0.260s

The summary view shown above gives fast answers to four important OpenMP tuning questions:
1) Is the serial time of my application significant enough to prevent scaling?
2) How much performance can be gained by tuning OpenMP?

3) Which OpenMP regions / loops / barriers will benefit most from tuning?
4) What are the inefficiencies with each region? (click the link to see details)
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OpenMP analysis
Intel® VTune™ Amplifier

- Focus on what’s important Forkie T i
« What region is inefficient?
« Is the potential gain worth it?
« Why is it inefficient?

I Effective time
B Lock spinning
["] Imbalance
1 Scheduling
I Work forking

Imbalance? Scheduling? Lock spinning? L hotentia
. Ideal Ti
- Intel® Xeon Phi™ systems supported came
Potential
Imbalance Lock  Fork Scheduling Gain

| Advanced Hotspots

bpots vi /point (dMinge) { Intel VTune Amplifier XE 2016

- ® A
[ e g @& Analyd

Analysis

Grouping: | OpenMP Region / Funct

P CPU Time
OpenMP Region / Furction / Potential | Elapsed - = Bl Bl
Call Stack Creation | Schedulng | Reduction | Other | Gain G5 Time | OpenMP | Count Effective Time by Utilization Spin ®| Overhead
of Colle... threads @dle @ Poor 0Ok @ Ideal @ Over e e

conj_grad_SompSparallel:24¢ X %E3 11.095:[24 ] 922195 00845

I MAIN_SompSparallg:24@/h 0.0865 0s 0s Y 5 000 Q8% 02865 24 1 as81ss) 2.006s. 0s
[Serial - outside any region] 0s 00% 00125 0.0455| 0.091s.
MAIN_SompSparallel:24@/h 0.000s 0s 0s 0s 0s  0s 00% 00015 24 75 0.004s] 0.016s. 0s

Selected 1 row(s): 1729635 922195 0.084s| v
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Results comparison
Intel® VTune™ Amplifier

* Quickly identify cause of regressions.
« Run a command line analysis daily
« Identify the function responsible so you know who to alert

« Compare 2 optimizations — What improved?
- Compare 2 systems — What didn’t speed up as much?

Grouping: [Funcﬁon J/ Call Stack v]
Function / Call Stack CPU Time:Differencew Madule CPU Timei0Ths ¥ CPU Time:id06hs =~

& FireObject::checkCollision SystemProceduralFire.DLL

[* FireQbject:ProcessFireCellisionsRange|  4.644s - SystemProceduralFire.DLL 5.643s - 0999 l

# dlistepPlugin 37655 ()] RenderSystem_Direct3D3.0LL 9.1845 N 5419 (]
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Linux* improvements
Intel® VTune™ Amplifier

Previously added in 2015: Added in 2016
. Auto rebuild Intel EBS driver

Does advanced analysis stop

« Perf can collect stacks

working when an OS update is - Use pre-installed perf driver
Do you have to ask IT to rebuild + Intel EBS driver provides
the driver? additional features not available in
No longer! Just setup the driver to perf:
auto-rebuild when the OS is
updated. * Uncore events
. Auto disable NMI watchdog * Multiple precise events
Tired of turning off NMI watchdog + New events for the latest
to run advanced EBS profiling? processors, even on an older
Now you don’t have to. We turn it 0s
off, then put it back the way it

was.
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Command line interface
Intel® VTune™ Amplifier

« Command line tool amplxe-cl

+  Windows:
C:\Program Files (x86)\Intel\VTune Amplifier XE \bin[32|64]\amplxe-cl.exe
* Linux:

/opt/intel/vtune amplifier xe/bin[32|64]/amplxe-cl
Help: amplxe-cl -help
Use UI to setup

1) Configure analysis in UI N —
2) Press "Command Line...” button [—.j c.,mmam...e_]
3) Copy & paste command

[ Choose Target and Analysis Type Intel VTune Amplifier XE 2016

e T ey
e e e e e e /pvoteis
alysis type uses user-mox a samp\ ing a d ing

10

1 Graphics hardware events: Nene

[ Trace OpenCL and Intel Media SOK programs (intel HD Graphics oniy)




Interactive remote data collection
Intel® VTune™ Amplifier

 Interactive analysis « Command line analysis
1) Configure SSH to a remote Linux* 1) Run command line remotely on
target Windows* or Linux* target
2) Choose and run analysis with the 2) Copy results back to host and open
GUI in GUI

Intel VTune Amplifier XE 2016

B Choose Target and Analysis Type

" Analysis Type

@ Analysis Target

@ local
@ remote Linux (S5H) Launch Application v | wiaSSH | username@hostname w e Choose Analysis
&5 Intel Xeon Phi coprocessor (native) Specify and configure your analysis target: an application or a script

&5 Intel Xeon Phi coprocessor (host launch) | to execute. Press F1 for more details.

[ Binary/Symbel Search
@ Source Search

Application: C:\Test Cases for AXE\Sm w

Application parameters:

SOFTWARE AND SERVICES



Intel® Inspector XE
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Intel® Inspector XE — Memory & Thread
Debugger

Find & debug memory & threading errors Debugger Breakpoints

- Correctness tools increase ROI By 12%-21% i
« Errors found earlier are less expensive to fix
« Several studies, ROI% varies, but earlier is cheaper

Type Sources
Pl @ Mismatched allocation/dealld
#P2 @ Memory leak

Invalid memory access

View Source
Edit Source

53 Copy to Clipboard
Invalid memory access

- Diagnosing some errors can take months EPEB Memory growth e B ceport.
- Races & deadlocks not easily reproduced e pmovao

« Memory errors can be hard to find without a tool

- Debugger integration speeds diagnosis
« Breakpoint set just before the problem
+ Examine variables & threads with the debugger

http://intel.ly/inspector-xe

' Cost Factors - Square Project Analysis o - - #
CERT: U.S. Computer Emergency Readiness Team, and Carnegie Mellon CyLab Dia g nose in hou rsi nStead Of mo nths

NIST: National Institute of Standards & Technology : Square Project Results

SOFTWARE AND SERVICES
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http://intel.ly/inspector-xe

Memory growth diagnostics
Intel® Inspector XE

Memory Used by Analysis Tool and Target Application

As your app is running... Lot rcortd memor g belor cocton complete 1 M6

Memory usage
graph . |
plots memory b \ 3504 o]
Ed
growth

Problems

Sources Modules

Type Object Size _ State
Fe New

Memory growth _ gdiplus.dil0x47240 gdiplus.dil
Memory growth find_and fix memory errors.cppi162 find_and fix memory_errors.exe * Not fixed
Sel ect a Ca u se Of Memory growth  find_and_fo_memory_errors.cpp:163  find_and_fix memory_errors.ee 1802160 P Not fixed
Memory growth  find_and_fix_memory_errors.cpp:163  find_and_fix_memory_errors.exe 30036 P Not fixed

m e m o r ro Wt h Memery growth  find_and_fix_memery_errors.cpp:l63  find_and_fo memery_errors.exe P> Not fixed
I Y 0 e T
41 1of1 b [Al]

Description  Source Function

Medule Object Size

Alloation site find_and_fix memory_errors.cpp163 operator() find_and fix memory_errors.exe 90108

See the code
162 unsigned int mboxsiz: (unsigned int)* (max _cbjectid() +
shippet — TR A LS CUN L ROTE 8 Tt LSRR ©

& call stack

=
e
.en

exe

Speed diagnosis of difficult to find heap errors
SOFTWARE AND SERVICES



Intel® Advisor XE
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Intel® Advisor XE

Scalability of Maximum Site Gain

Have you: 128

- Threaded an app, but seen little benefit? N

- Hit a “scalability barrier”? 5 16 &0 7

+ Delayed release due to sync. errors? % i 1 [ 94 )\
Data Driven Threading Design: ; g

* Quickly prototype multiple options
« Project scaling on larger systems

« Find synchronization errors before implementing
threading http://intel.ly/advisor-xe

Target CPU Count

« Design without disrupting development
Add Parallelism with Less Effort,

Less Risk and More Impact

3

o
SOFTWARE AND SERVICES ik



http://intel.ly/advisor-xe

Thread Prototyping
Intel® Advisor XE

Design Parallelism
* No disruption to regular development
 All test cases continue to work

- Tune and debug the design before you
implement it

Implement Parallelism

Less Effort, Less Risk, More Impact

SOFTWARE AND SERVICES

| 1) Analyze it.

2) Design it.
(Compiler ignores
these annotations.)

|3) Tune it.

ﬁ!’%l

|4) Check it.

|5) Do it!

L

Vien Survey Re:

st

2. Annotate Sources

Add Irtal fidvisor XE an
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©
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Vectorization Optimization
Intel® Advisor XE

Have you: Data driven vectorization:

« Recompiled for AVX2 with little gain « What vectorization will pay off most?
+ Wondered where to vectorize? + What's blocking vectorization? Why?
« Recoded intrinsics for new arch.? « Are my loops vector friendly?

« Struggled with compiler reports? «  Will reorganizing data increase
performance?

- Is it safe to use pragma omp simd?

Intel Advisor XE 2016

Elapsed time: 54.445 | | Wectorized || NotVect FILTER: | All Modules v ANl Sources

Self Total

Function Call Sites and Loops | & | @ Vector | S || ngmb Loop Type | Why No Vectorization?
1> [loop at stl_algo.h:dZ40 in std:ztr... [] 017051 017051 Scalar @ non-vectorizable loop ins...
S0 [loap at loopstl.cpp: 2440 in 234 @ 2 Ineffective peeledfren.. 0.170s1 017051 124  Collapse  Collapse AV
1 at lnopstl.cpp:2449ins... [ 015051 015051 12 Vectorized (B s
at loapstheppi2449ins.. | [ 002051 003051 4 Rernainder
5 [loap ot loopstl.cpp:7900in vas ] | [] 01701 01701 500 Scalar & vectorization possible but.
00p at loopstl.cpp:3509 in 52... @ 1High vector register .. 0.160s1 0.160s| 12 Expand  Expand avx  [E0R
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High impact vectorization
Intel® Advisor XE

What prevents
vectorization?

Filter by which loops
are vectorized!

Trip Counts

™ Where shou. vectorization and/or threading parallelism? i Intel Advisor XE 2016

Elapsed tirme: 54445 || Vectorized || Mot Vectorized FILTER: | &ll Modules Sources Q
) ] e ) [ Vectorized Loops ~
Function Call Sites and Loops & | @ Vector Issues Self Time~ | Total Time " | Loop Type Wihy Mo Vectorization? |v | =
ecto .| Efficiency [vactar L.
2+ [laop at stl_slgo.hid740 in stdtr .. [ 017051 0.170s1 Sealar B non-vectorizable loop ins ..
El pstlcppi2d49 in 5234 ] @ 2 Ineffective peeledfrem .. 017051 01701 124 Collapse Collapse o BI04
A loopstl.cpp:244ins .. [ 015051 015051 12 Vectorized (Body) B 4
loopstl.cpp:2dddins... [ 0,005 0.02051 4 Remainder
12O [loop atfapstlcpp:7900invas] [ 017051 0.170s1 500 Scalar B vectorization possible but.., 4
aiopstl.cpp:3509 in 52 .. & 1High vector register ... 0.160s]  0.160s1 12 Expand Expand AVX E]
opstl.cpp:3801 in 5279 ] @ 2 Ineffective peeledfrem.. 015051 015051 1354  Expand Expand B &
opstl.cppi6240 in s414_] 01505 015051 12 Expand Expand B 4
1+ [looy |_hurnetic.hi247 in std ... @ 1Assurmed dependency .. 015051 0.150s1 49 Scalar B vector dependence preus v

Which Vector instructions How efficient is
are being used? the code?

What vectorization
issues do I have?

Focus on
hot loops

Get Faster Code Faster! Intel® Advisor XE
Vectorization Optimization and Thread Prototyping
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Intel® Parallel Studio XE 2016 cluster tools

Intel® MPI Library
Intel® Trace Analyzer and Collector

Intel® Xeon® and Intel® Xeon Phi™ &

SOFTWARE AND SERVICES



Intel® MPI Library Overview

Optimized MPI application performance

« Application-specific tuning

« Automatic tuning

Lower latency and multi-vendor interoperability
« Industry leading latency

« Performance optimized support for the latest OFED capabilities
through DAPL 2.0

Faster MPI communication
«  Optimized collectives
Sustainable scalability up to 340K cores

« Native InfiniBand* interface support allows for lower latencies,
higher bandwidth, and reduced memory requirements

More robust MPI applications

« Seamless interoperability with Intel® Trace Analyzer and
Collector

SOFTWARE AND SERVICES

Applications

I e e ) T

Develop applications

\/ for one fabric
Intel® MPI
Library

Select interconnect
fabric at runﬁme

InfiniBand Sha"‘d Other
Memory | Networks

Fabrics

Achieve optimized
MPI performance

Intel® MPI library eliminates the need to develop, maintain, and
test applications running on multlple fabrics.




Intel® MPI Library

What's New:

« Added support for OpenFabrics Interface* (OFI*) v1.0 API

« Added support for Fortran* 2008

+ Updated the default value for I_MPI_FABRICS LIST

« Added brand new Troubleshooting chapter to the Intel® MPI Library User's Guide

« Added new application-specific features in the Automatic Tuner and Hydra
process manager

+ Added support for the MPI_Pcontrol feature for improved internal statistics
« Increased the possible space for MPI_TAG

« Changed the default product installation directories

« Various bug fixes for general stability and performance

« Note: Support in Intel Fortran compiler for draft Fortran 2015 feature for
interoperability with C specifically helps with MPI-3.
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Intel® Trace Analyzer and Collector
Intel® MPI Library

Intel® Trace Analyzer and Collector
helps the developer:
« Visualize and understand parallel

application behavior
Evaluate profiling statistics and load balancing

Identify communication hotspots

Features

SOFTWARE AND SERVICES

Event-based approach
Low overhead
Excellent scalability
Powerful aggregation and filtering functions
Idealizer

P2

Pn

This prol

0.0397587 s, Function MPI

s problem when barrier collective aperations (sud
problem indicates load imbalance in a program.

Automatically detect
performance issues
and their impact on

runtime



Intel® Trace Analyzer and Collector
Intel® MPI Library

What's new:

SOFTWARE AND SERVICES

Addition of MPI Performance Snapshot
+ Lightweight scalable MPI+OpenMP profiler

Support for collection of CPI ad Memory Bound performance
metrics

Addition of new application summary details in the HTML report
New command-line options

The mps tool for statistical analysis is now available on
Windows*

Various bug fixes for general stability and performance




MPI Performance Snapshot

Intel® MPI Library

ﬁ Scalability- Performance
( variation at scale can be

- detected sooner

Identifying Key Metrics -
Shows PAPI counters and
MPI/OpenMP* imbalances

SOFTWARE AND SERVICES

Lightweight — Low overhead
profiling up to 32K Ranks

MPI Performance Snapshot Summary

Application: /poisson
Number of ranks: 32
Used statistics: stats.txt, app_stat.txt

Overview

MPI Time: 0.12 sec

Performance by Metric

8.16%
=MPI Imbalance: 0.04 sec 2.80%
H Computation Time: 130 sec 91.84%
]
WallClock
time:
1.44 sec
Memory Usage
Peak memory consumption (rank 1): 1318 MB
Mean memory consumption: 12.69 MB

Per-process memory usage affects the application
scalability.

WallClock time:

1.44 sec
Total application lifetime, The time is elapsed time for the slowest process. This metric
includes the MPI Time and the Computation time below.

MPI Time: 0.12 sec

8,
Time spent inside the MP! library. High values are usually bad.
“This value is LOW. The application did NOT spend muich time inside the MP1
library.

®MPI Imbalance: 0.04 sec 2.80%
Mezn unproductive wait time per process spent in the MPI library calls when
a process is waiting for data. This time is part of the MPI time above. High
values are usually bad.

This value is LOW. The application workload is well balanced between MPI
ranks.

mComputation Time: 1.30 sec 91.84%
Mean time per process spent in the application code. This is the sum of the
OpenMP Time and the Serial time. High values are usually goo

This value is HIGH. The application is Computation-bound. Hide details..

« For more information about basic CPU counters see the diagram ‘Counters

and Memory usage statistics' (key *~0').

« For more information about the performance profile of the computation
code we recommend looking at CPU utilization at node level using Intel®

VTune™ Amplifier XE. The tool s available as part of Intel® Parallel Studio
XE Cluster Edition,







