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• Broken translations affect transport

Drude model

• Origin translational symmetry breaking 

Lattice                              distinct

Impurities (“disorder”)       “ensemble average”

• Translational symmetry breaking can be weak or strong

“Lattice” effects at low energy
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Resistivities and relaxation   

• Conductivity of the CFT dual to AdS-RN

one finds the decoupled system (after shifting @zAt)

S =

Z p�gbg

✓
� 1

gxx
gzzgtt

�
(@zAt � gxxAx�

0)2
�◆

+
1

8
gzzgtt(�0Ax)

2gxx

�gxxgzz

2
(@zAx)

2 � !2gxxgtt

2
A2

x

◆
(11.18)

Using eq. (7.24) and eq. (5.12) we can now directly write down the equation of motion for

Ax equals

1p�g
@z
p�ggxxgzz@zAx � !2gxxgttAx +

1

2
gttgxxgzz(�0)2Ax = 0 (11.19)

Substituting the explicit metric of the extremal AdS-RN black hole, this simplifies to8

@zf(z)@zAx +
4q2!2

µ2f(z)
Ax � 4q2z2

2µ2

(�0)2Ax = 0 (11.20)

The final step is to solve this equation numerically, and extract the objective of interest

� = lim
z!0

i

!

@zAx

Ax

(11.21)

We will do so with Mathematica in the exercise session. What one finds (Fig 4), is indeed the

expected behavior of the conductivity, with an infinite peak at ! = 0 (by Kramers-Kroenig

this is 1/! in the imaginary part), a dip for ! < µ and a constant asymptote for ! � µ.

FIG. 4: The conductivity as a function of !/T . When ! ! 0, the imaginary of the optical

conductivity behaves as 1/!. This reflects the existence of a delta-function �(!) in Re�. In these

plots, from top down, the chemical potential grows larger. These plots are taken from [1]

8 This equals eqn (110) in [1] after the identification z = µ
2q r = r/r+, r+ = 2q/µ and � = 2.

47

1/!

Finite DC conductivity = broken translational invariance 

Momentum relaxation: (1) lattice or (2) impurities or ...
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Momentum relaxation in holography
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Massive Gravity and Experiment

• Momentum relaxation most generally

AdS/CFT: 

Simplest way to break AdS diffs = massive gravity

Resistivity in a charged black hole in massive gravity

CFT isometries = AdS di↵eomorphisms

S =
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sm2

2⇡(✏+ P )
Davison;

Blake, Tong

no momentum dependence: disorder!

Vegh;
Andrade, Withers;

Donos, Gauntlett; ...
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• Resistivity in a charged black hole in massive gravity

Controlled by macroscopic properties !

⌧�1
rel. =

sm2

2⇡(✏+ P )
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• Ordinary metals

Momentum relaxes
before collective behavior 
sets in

a

e� �m.f.p.

⌧�1
rel. ⇠ micro. physics
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• Ordinary metals

Momentum relaxes
before collective behavior 
sets in

• Strongly correlated metals (no quasiparticles)

Hydro sets in when

Momentum relaxes
after collective behavior
sets in

a

e� �m.f.p.

⌧�1
rel. ⇠ micro. physics

�m.f.p. ⌧ external scales

�
m.f.p.

⌧ g
coupling

T

⌧�1
rel. ⇠ macro. physics

a

e�

�m.f.p.
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Resistivity and hydrodynamics

• Hydrodynamics is a universal LEET

What choice for the impurity operator     ?

Hydrodynamics: 

For 

Caveat:  theory must be locally quantum critical

O = T 00

⇢DC ⇠ lim
!!0

Z
dkk(⌘k2 + . . .) ⇠ s(T )

⇢DC ⇠ lim
!!0

Z
dkk2

ImhOOi
!

O
Tµ⌫ , J⌫ + ”irrelevant” ops

hT 00T 00i ⇠ 1

!2 � k2 + i!k2cd
⌘

✏+P k2 + . . .

Davison, Schalm, Zaanen

Andreev, Kivelson, Spivak

⌘ =
1

4⇡
s

z ' 1
Lucas, Sachdev, Schalm,

Hartnoll, Mahajan, Punk, Sachdev
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• Strange metals exhibit a universal linear resistivity

Follows from                       if

Resistivity

Martin et al Phys. Rev. B 41:846 (1990 )

Bi - 2201

Cu

Resistivity is very large, linear in T, non-
saturating
Implies strong local (back-)scattering
Mean free path is a lattice constant or less -
-- is this a meaningful concept?

Martin et al, PRB41 (1990) 846

⇢ ⇠ s(T ) s(T ) ⇠ T + . . .
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A universal mechanism for a linear resistivity

• Entropy density at low          (free fermi gas)

Then

Can be confirmed in a massive gravity model

“Two-charge” AdS-black hole

Resistivity from hydro + disorder 

T

s(T ) ⇠ T + . . .

⇢DC ⇠ s(T ) ⇠ T + . . .
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Davison, Schalm, Zaanen

sBH ⇠ Tµ+ . . .

⇢DC ⇠ T + . . .
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• Strange metals exhibit a universal linear resistivity

Follows from                       if

• Caveat: holography has many other “linear resistivity” scenarios

Resistivity

Martin et al Phys. Rev. B 41:846 (1990 )

Bi - 2201

Cu

Resistivity is very large, linear in T, non-
saturating
Implies strong local (back-)scattering
Mean free path is a lattice constant or less -
-- is this a meaningful concept?

Martin et al, PRB41 (1990) 846

⇢ ⇠ s(T ) s(T ) ⇠ T + . . .
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graphene/lucas

• System collectivizes before momentum relaxes

Hydrodynamics as universal LEET

a
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⇢DC ⇠ lim
!!0

Z
dkk2

ImhOOi
!O = J0

µ = µ0 + �µ(x)

✓
J
Q

◆
=

✓
� ↵T
↵T T ̄

◆✓
E

�(rT )/T

◆

Lucas

Wednesday, May 18, 16



Dirac Fluid in Graphene 24

The Dirac Fluid

electron FLhole FL

Dirac fluid

Q

T

✏a� = �vFk

+

Vint =
↵e�

r

0

I marginally irrelevant 1/r Coulomb interactions:

↵e↵ =
↵0

1 + (↵0/4) log((105 K)/T )
, ↵0 ⇡ 1

137

c

vF✏r
⇠ 0.5.

I thermo/hydro nearly that of relativistic theory

I ↵e↵ ⇠ 0.3 at T = 100 K

e.g. [Sheehy, Schmalian, Physical Review Letters 99 226803 (2007)]

[Müller, Fritz, Sachdev, Physical Review B78 115406 (2008)]

Slides from A. Lucas

Crossno, Kim et al.
Lucas, Crossno, Fong, Kim, Sachdev
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Dirac Fluid in Graphene 25

Graphene: an Ideal Experimental Platform

I fabricating ultra pure monolayer
graphene:
[Dean et al, Nature Nanotechnology 5

722 (2010)]

monolayer graphene

hBN

hBN

I weak disorder: charge puddles
[Xue et al, Nature Materials 10 282

(2011)]

LETTERS

NATUREMATERIALS DOI: 10.1038/NMAT2968
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Figure 3 | Spectroscopy of graphene on hBN as a function of gate voltage.
a, dI/dV spectroscopy showing a nearly linear density of states as a
function of energy (tip voltage). b, dI/dV spectroscopy as a function of tip
voltage and gate voltage. The white line corresponds to the minimum in the
dI/dV curves and represents the Dirac point. c, Energy of the Dirac point as
a function of gate voltage. The red curve is a fit assuming a linear band
structure. d, Energy versus momentum dispersion relations for the case of
graphene and hBN having the same lattice constant and zero angle
mismatch (black curve) and two curves with 1.8% lattice mismatch. The
blue curve has �5.45� angle mismatch and the red curve has �10.9�.

the Fourier transform of this hopping potential into the low-energy
Hamiltonian for graphene on hBN to find the energy–momentum
dispersion. The inter-layer coupling is nonzero only for k = 0
as well as for six additional vectors k associated with the Moiré
pattern. Most importantly, we found that the coupling between the
A and B atoms in the graphene lattice with the boron and nitrogen
atoms in the hBN are almost identical. Thus, sublattice symmetry is
restored and a gapless Dirac spectrum is recovered, albeit at slightly
shifted values of K. This is illustrated in Fig. 3d. More details of our
numerical approach are given in the Supplementary Information.

By determining the energy of the Dirac point as a function of
gate voltage, we can measure the Fermi velocity of electrons and
holes in graphene. Figure 3c shows the energy of the Dirac point
as a function of gate voltage. Graphene has a linear dispersion
relation such that E = ¯hvFk, where vF is the Fermi velocity. As
it is a two-dimensional material, the density of electrons is given
by n = gsgv⇡k

2/(2⇡)2, where gs and gv are the spin and valley
degeneracies, both of which are 2. Therefore, the Dirac point should
depend on gate voltage as E = ¯hvF

p
⇡↵Vg, with ↵ determined

by the capacitance to the gate (see Methods). The red curve is
a fit to the data, from which we can extract the Fermi velocity.
We find that vF = 1.16± 0.01⇥ 106 m s�1 for the electrons and
vF = 0.94± 0.02⇥ 106 m s�1 for the holes. Moreover, we observe
an asymmetry between the Fermi velocity for electrons and holes
of about 25% depending on the Moiré pattern observed. The
shorter Moiré pattern has a higher Fermi velocity for holes whereas
the longer one has a higher Fermi velocity for electrons. This
asymmetry is larger than for graphene on SiO2 (ref. 5) or graphene
on graphite27, which have discrepancies less than 10%. The origin of
this asymmetry is unclear but it may arise as a result of next-nearest-
neighbour coupling, which is not taken into account in ourmodel.

One of the main advantages of using hBN instead of SiO2
as a substrate for graphene is the improvement in the electronic
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Figure 4 | Spatial maps of the density of states of graphene on hBN and
SiO2. a, Topography of graphene on hBN. b, Tip voltage at the Dirac point
as a function of position for graphene on hBN. c, Tip voltage at the Dirac
point as a function of position for graphene on SiO2. The colour scale is the
same for b and c. The scale bar in all images is 10 nm. d Histogram of the
energies of the Dirac point from b as well as a Gaussian fit. The inset shows
the same data but also includes the histogram for SiO2 shown in red.

properties of the graphene. Figure 4a shows the topography of
graphene on hBN over a range of 100 nm. We have performed
dI/dV measurements at 1 nm intervals over the entire area of
Fig. 4a. For each of these dI/dV curves, we have found the tip
voltage of the minimum, which corresponds to the Dirac point
(Fig. 4b). We have done a similar analysis for a 100 nm area of
graphene on SiO2 (Fig. 4c). The red and blue regions correspond
to electron and hole puddles respectively. It is clear from these
two images that the variation in the energy of the Dirac point is
much smaller on hBN. The spatial extent of each puddle is also
much smaller in the graphene on SiO2, consistent with an increased
density of impurities13.

We can further quantify the disorder in the graphene by
looking at a histogram of the energy of the Dirac point, Fig. 4d.
The main part of the histogram for the Dirac point energy on
hBN is well-fitted by a Gaussian distribution (red line) with
a standard deviation of 5.4 ± 0.1meV. In addition, there is
a small extra bump in the distribution from the hole-doped
region near the bottom right of Fig. 4b. In comparison, the
distribution on SiO2 is much broader, with a standard deviation of
55.6±0.7meV. These distributions in energy can be converted to
charge fluctuations using n= E

2
d/⇡( ¯hvF)2. We find that the charge

fluctuations in graphene on hBN are �
n

= 2.50±0.13⇥109 cm�2,
whereas they are more than 100 times larger for graphene
on SiO2, �

n

= 2.64 ± 0.07 ⇥ 1011 cm�2. Our measurements for
the charge fluctuations on SiO2 are consistent with previous
single electron transistor3 and STM (refs 4,5) measurements.
Furthermore, our measurements for the charge fluctuations in
graphene on hBN show a very similar value to those extracted from
electrical transportmeasurements in suspended graphene samples6,
implying that using hBN as a substrate provides a similar benefit

284 NATUREMATERIALS | VOL 10 | APRIL 2011 | www.nature.com/naturematerials

© 2011 Macmillan Publishers Limited. All rights reserved

⇠ 100 nm

hBN

�µ ⇠ 30 K

�µ ⇠ 300 K

SiO2
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Figure 1: testingFigure 1: A comparison of our hydrodynamic theory of transport with the experimental results of
[33] in clean samples of graphene at T = 75 K. We study the electrical and thermal conductances
at various charge densities n near the charge neutrality point. Experimental data is shown
as circular red data markers, and numerical results of our theory, averaged over 30 disorder
realizations, are shown as the solid blue line. Our theory assumes the equations of state described
in (27) with the parameters C

0

⇡ 11, C

2

⇡ 9, C

4

⇡ 200, ⌘

0

⇡ 110, �

0

⇡ 1.7, and (28) with
u

0

⇡ 0.13. The yellow shaded region shows where Fermi liquid behavior is observed and the
Wiedemann-Franz law is restored, and our hydrodynamic theory is not valid in or near this
regime. We also show the predictions of (2) as dashed purple lines, and have chosen the 3
parameter fit to be optimized for (n).

where e is the electron charge, s is the entropy density, n is the charge density (in units of length�2),
H is the enthalpy density, ⌧ is a momentum relaxation time, and �q is a quantum critical e↵ect, whose
existence is a new e↵ect in the hydrodynamic gradient expansion of a relativistic fluid. Note that up to
�q, �(n) is simply described by Drude physics. The Lorenz ratio then takes the general form

L(n) =
L

DF

(1 + (n/n

0

)2)2
, (3)

where

L
DF

=
v
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F

Ts

2

⌧

H , (4a)
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=
H�q

e

2

v

2

F

⌧

. (4b)

L(n) can be parametrically larger than L
WF

(as ⌧ ! 1 and n ⌧ n

0

), and much smaller (n � n

0

).
Both of these predictions were observed in the recent experiment, and fits of the measured L to (3) were
quantitatively consistent, until large enough n where Fermi liquid behavior was restored. However, the
experiment also found that the conductivity did not grow rapidly away from n = 0 as predicted in (2),
despite a large peak in (n) near n = 0, as we show in Figure 1. Furthermore, the theory of [25] does not
make clear predictions for the temperature dependence of ⌧ , which determines (T ).

In this paper, we argue that there are two related reasons for the breakdown of (2). One is that the
dominant source of disorder in graphene – fluctuations in the local charge density, commonly referred to as
charge puddles [43, 44, 45, 46] – are not perturbatively weak, and therefore a non-perturbative treatment
of their e↵ects is necessary.3 The second is that the parameter ⌧ , even when it is sharply defined, is

3See [47, 48] for a theory of electrical conductivity in charge puddle dominated graphene at low temperatures.
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where e is the electron charge, s is the entropy density, n is the charge density (in units of length�2),
H is the enthalpy density, ⌧ is a momentum relaxation time, and �q is a quantum critical e↵ect, whose
existence is a new e↵ect in the hydrodynamic gradient expansion of a relativistic fluid. Note that up to
�q, �(n) is simply described by Drude physics. The Lorenz ratio then takes the general form
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Both of these predictions were observed in the recent experiment, and fits of the measured L to (3) were
quantitatively consistent, until large enough n where Fermi liquid behavior was restored. However, the
experiment also found that the conductivity did not grow rapidly away from n = 0 as predicted in (2),
despite a large peak in (n) near n = 0, as we show in Figure 1. Furthermore, the theory of [25] does not
make clear predictions for the temperature dependence of ⌧ , which determines (T ).

In this paper, we argue that there are two related reasons for the breakdown of (2). One is that the
dominant source of disorder in graphene – fluctuations in the local charge density, commonly referred to as
charge puddles [43, 44, 45, 46] – are not perturbatively weak, and therefore a non-perturbative treatment
of their e↵ects is necessary.3 The second is that the parameter ⌧ , even when it is sharply defined, is

3See [47, 48] for a theory of electrical conductivity in charge puddle dominated graphene at low temperatures.
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Observation of the Dirac fluid
and the breakdown of the Wiedemann-Franz law in graphene

Jesse Crossno,1, 2 Jing K. Shi,1 Ke Wang,1 Xiaomeng Liu,1 Achim Harzheim,1 Andrew Lucas,1 Subir Sachdev,1, 3

Philip Kim,1, 2, ⇤ Takashi Taniguchi,4 Kenji Watanabe,4 Thomas A. Ohki,5 and Kin Chung Fong5, †

1Department of Physics, Harvard University, Cambridge, MA 02138, USA
2John A. Paulson School of Engineering and Applied Sciences,

Harvard University, Cambridge, MA 02138, USA
3Perimeter Institute for Theoretical Physics, Waterloo, Ontario N2L 2Y5, Canada

4National Institute for Materials Science, Namiki 1-1, Tsukuba, Ibaraki 305-0044, Japan
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Interactions between particles in quantum many-body systems can lead to collective behavior
described by hydrodynamics. One such system is the electron-hole plasma in graphene near the
charge neutrality point which can form a strongly coupled Dirac fluid. This charge neutral plasma
of quasi-relativistic fermions is expected to exhibit a substantial enhancement of the thermal con-
ductivity, due to decoupling of charge and heat currents within hydrodynamics. Employing high
sensitivity Johnson noise thermometry, we report the breakdown of the Wiedemann-Franz law in
graphene, with a thermal conductivity an order of magnitude larger than the value predicted by
Fermi liquid theory. This result is a signature of the Dirac fluid, and constitutes direct evidence of
collective motion in a quantum electronic fluid.

Understanding the dynamics of many interacting parti-
cles is a formidable task in physics, complicated by many
coupled degrees of freedom. For electronic transport in
matter, strong interactions can lead to a breakdown of
the Fermi liquid (FL) paradigm of coherent quasiparti-
cles scattering o↵ of impurities. In such situations, the
complex microscopic dynamics can be coarse-grained to
a hydrodynamic description of momentum, energy, and
charge transport on long length and time scales [1]. Hy-
drodynamics has been successfully applied to a diverse
array of interacting quantum systems, from high mobility
electrons in conductors [2], to cold atoms [3] and quark-
gluon plasmas [4]. As has been argued for strongly inter-
acting massless Dirac fermions in graphene at the charge-
neutrality point (CNP) [5–8], hydrodynamic e↵ects are
expected to greatly modify transport coe�cients as com-
pared to their FL counterparts.

Many-body physics in graphene is interesting due to
electron-hole symmetry and a linear dispersion relation
at the CNP [9, 10]. In particular, the Fermi surface van-
ishes, leading to ine↵ective screening [11] and the forma-
tion of a strongly-interacting quasi-relativistic electron-
hole plasma, known as a Dirac fluid [12]. The Dirac fluid
shares many features with quantum critical systems [13]:
most importantly, the electron-electron scattering time is
fast [14–17], and well suited to a hydrodynamic descrip-
tion. A number of exotic properties have been predicted
including nearly perfect (inviscid) flow [18] and a diverg-
ing thermal conductivity resulting in the breakdown of
the Wiedemann-Franz law [5, 6].

Away from the CNP, graphene has a sharp Fermi sur-
face and the standard Fermi liquid (FL) phenomenology
holds. By tuning the chemical potential, we may mea-
sure thermal and electrical conductivity in both the Dirac

fluid (DF) and the FL in the same sample. In a FL,
the relaxation of heat and charge currents is closely re-
lated as they are carried by the same quasiparticles. The
Wiedemann-Franz (WF) law [19] states that the elec-
tronic contribution to a metal’s thermal conductivity e

is proportional to its electrical conductivity � and tem-
perature T , such that the Lorenz ratio L satisfies

L ⌘ e

�T

=
⇡

2

3

✓
kB

e

◆2

⌘ L0 (1)

where e is the electron charge, kB is the Boltzmann con-
stant, and L0 is the Sommerfeld value derived from FL
theory. L0 depends only on fundamental constants, and
not on specific details of the system such as carrier den-
sity or e↵ective mass. As a robust prediction of FL the-
ory, the WF law has been verified in numerous metals
[19]. However, in recent years, an increasing number of
non-trivial violations of the WF law have been reported
in strongly interacting systems such as Luttinger liquids
[20], metallic ferromagnets [21], heavy fermion metals
[22], and underdoped cuprates [23], all related to the
emergence of non-Fermi liquid behavior.
The WF law is expected to be violated at the CNP

in a DF due to the strong Coulomb interactions between
thermally excited charge carriers. An electric field drives
electrons and holes in opposite directions; collisions be-
tween them introduce a frictional dissipation, resulting
in a finite conductivity even in the absence of disorder
[24]. In contrast, a temperature gradient causes electrons
and holes to move in the same direction inducing an en-
ergy current, which grows unimpeded by inter-particle
collisions (Fig. 3C inset). The thermal conductivity is
therefore limited only by the rate at which momentum is
relaxed due to residual impurities.
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! Evidence!for!hydrodynamic!electron!flow!in!PdCoO!!! ! !
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!  
! ! Electron!transport!is!conventionally!determined!by!the!momentum5relaxing!

scattering!of!electrons!by!the!host!solid!and!its!excitations.!Hydrodynamic!fluid!flow!through!

channels,!in!contrast,!is!determined!partly!by!the!viscosity!of!the!fluid,!which!is!governed!by!

momentum5conserving!internal!collisions.!A!long5standing!question!in!the!physics!of!solids! !

has!been!whether!the!viscosity!of!the!electron!fluid!plays!an!observable!role!in!determining!

the!resistance.!Here!we!report!experimental!evidence!that!the!resistance!of!restricted!

channels!of!the!ultra5pure!two5dimensional!metal!PdCoO!!! has!a!large!viscous!contribution.!

Comparison!with!theory!allows!an!estimate!of!the!electronic!viscosity!in!the!range!between!

!×!!!!! kg(ms)!!!! and! !×!!!!! kg(ms)!!!,!to!be!compared!with! 1×10!!! kg(ms)!!!! for!

water!at!room!temperature.! !  
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! ! Fig.! 4.! ! Hydrodynamic! effect! on! transport.! (A,! B)! The! measured! resistivity! of!

PdCoO!!! channels! normalised! to! that! of! the!widest! channel! (!!),! plotted! against! the! inverse!

channel!width!1/W!multiplied!by! the!bulk!momentumK! relaxing!mean! free!path! !!" ! (closed!

black!circles).!Blue!solid! line:! ! prediction!of!a!standard!Boltzmann!theory! including!boundary!

scattering!but!neglecting!momentumKconserving!collisions!(Red!line:prediction!of!a!model!that!

includes! the! effects! of! momentumKconserving! scattering! (see! text).! In! (C)! we! show! the!

predictions!of!the!hydrodynamic!theory!over!a!wide!range!of!parameter!space. 
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Graphene hosts a unique electron system in which electron-phonon scattering is extremely weak but 
electron-electron collisions are sufficiently frequent to provide local equilibrium above liquid nitrogen 
temperature. Under these conditions, electrons can behave as a viscous liquid and exhibit 
hydrodynamic phenomena similar to classical liquids. Here we report strong evidence for this 
long-sought transport regime. In particular, doped graphene exhibits an anomalous (negative) voltage 
drop near current injection contacts, which is attributed to the formation of submicrometer-size 
whirlpools in the electron flow. The viscosity of graphene’s electron liquid is found to be |0.1 m2 s-1, an 
order of magnitude larger than that of honey, in agreement with many-body theory. Our work shows a 
possibility to study electron hydrodynamics using high quality graphene.  
 

 

Collective behavior of many-particle systems that undergo frequent inter-particle collisions has been 
studied for more than two centuries and is routinely described by the theory of hydrodynamics (1,2). The 
theory relies only on the conservation of mass, momentum and energy and is highly successful in 
explaining the response of classical gases and liquids to external perturbations varying slowly in space 
and time. More recently, it has been shown that hydrodynamics can also be applied to strongly 
interacting quantum systems including ultra-hot nuclear matter and ultra-cold atomic Fermi gases in the 
unitarity limit (3-6). In principle, the hydrodynamic approach can also be employed to describe 
many-electron phenomena in condensed matter physics (7-13). The theory becomes applicable if 
electron-electron scattering provides the shortest spatial scale in the problem such that κee ,ܹا κ 
where κee is the electron-electron scattering length, ܹ the characteristic sample size, κ ؠ  ୊߬ theݒ
mean free path, ݒ୊  the Fermi velocity, and ߬  the mean free time with respect to 
momentum-non-conserving collisions such as those involving impurities, phonons, etc. The above 

3 

 

Fig. 1. Viscous backflow in doped graphene. (A,B) Calculated steady-state distribution of current 

injected through a narrow slit for a classical conducting medium with zero ߥ (A) and a viscous Fermi 

liquid (B) E. (C) Optical micrograph of one of our SLG devices. The schematic explains the measurement 

geometry for vicinity resistance. (D,E) Longitudinal conductivity ߪ௫௫  and ܴ୚  as a function of ݊ 

induced by applying gate voltage. ܫ = 0.3 PA; ܮ = 1 Pm. The dashed curves in (E) show the 

contribution expected from classical stray currents in this geometry (18). 

To reveal hydrodynamics effects, we employed the geometry shown in Fig. 1C. In this case, ܫ is injected 

through a narrow constriction into the graphene bulk, and the voltage drop ୚ܸ is measured at the 

nearby side contacts located at the distance 1 ~ ܮ Pm away from the injection point. This can be 

considered as nonlocal measurements, although stray currents are not exponentially small (dashed 

curves in Fig. 1E). To distinguish from the proper nonlocal geometry (24), we refer to the linear-response 

signal measured in our geometry as “vicinity resistance”, ܴ୚ = ୚ܸ/ܫ. The idea is that, in the case of a 

viscous flow, whirlpools emerge as shown in Fig. 1B, and their appearance can then be detected as sign 

reversal of ୚ܸ, which is positive for the conventional current flow (Fig. 1A) and negative for viscous 

backflow (Fig. 1B). Fig. 1E shows examples of ܴ୚ for the same SLG device as in Fig. 1D, and other SLG 

and BLG devices exhibited similar behavior (18). One can see that, away from the CNP, ܴ୚ is indeed 

negative over a wide range of intermediate ܶ, despite a significant offset expected due to stray 

currents. Figure 2 details our observations further by showing maps ܴ୚(݊,ܶ) for SLG and BLG. The two 

Fermi liquids exhibited somewhat different behavior reflecting their different electronic spectra but ܴ୚ 

was negative over a large range of ݊ and ܶ for both of them. Two more ܴ୚ maps are provided in fig. 
S9. In total, seven multiterminal devices with ܹ from 1.5 to 4 Pm were investigated showing the 

vicinity behavior that was highly reproducible for both different contacts on a same device and different 

devices, independently of their ܹ, although we note that the backflow was more pronounced for 

devices with highest ߤ and lowest charge inhomogeneity.  
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Resistivity and hydrodynamics

• Hydrodynamics is a universal LEET

What choice for the impurity operator     ?

Hydrodynamics: 

For 

Caveat:  theory must be locally quantum critical

O = T 00

⇢DC ⇠ lim
!!0

Z
dkk(⌘k2 + . . .) ⇠ s(T )

⇢DC ⇠ lim
!!0

Z
dkk2

ImhOOi
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O
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hT 00T 00i ⇠ 1

!2 � k2 + i!k2cd
⌘
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Hartnoll, Mahajan, Punk, Sachdev
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Puzzle

• Local vs hyperscaling violating quantum critical

emergent dynamical critical exponent

Locally quantum critical

Hyperscaling violating quantum critical

• Previous model: locally quantum critical

t ! ⇤t , x ! ⇤1/z
x

z = 1
z = finite

s ⇠ T (d�✓)/z

⇢DC ⇠ lim
!!0

Z
dkk2

ImhOOi
!

no T dependence
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What if hyperscaling quantum critical

• Resistivity in hyperscaling violating quantum critical theories from 
disorder

Holographic model 

Assume the presence of a relevant operator in addition to 
hydro
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Random field disorder

• The relevant operator is statistically averaged

Construct an ensemble of solutions for                   with

Resistivity

Memory Matrix

⇢DC ⇠ ✏2T 2(1+��z)/z

Lucas, Sachdev, KS
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Z T 1/z

0
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Im

GR
OO(!,k)
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�(k) 6= 0
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h�(k)�(k0)i = ✏2�(k+ k0)

⇢DC ⇠ s(T )

Z T 1/z

0
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Holography:
Perturbation theory 

breaks down
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from weak to strong
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Disorder and localization
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• Strong disorder

Anderson: disorder can localize charged excitations

electromagnetic field are extended, not localized. Finally,
the condition that e0 + eMuc, > 0 everywhere translates into
the requirement that the energy eigenvalue be always
greater than the effective potential (&>2/c2)eMucl(x)|.
Therefore, unlike the familiar picture of electronic local-
ization, what we are really seeking when searching for
localized light is an intermediate frequency window
within the positive energy continuum that lies at an
energy higher than the highest of the potential barriers!
(See figure 2.) It is for this simple reason that ordinary die-
lectrics appearing in nature do not easily localize light.

Independent scatterers
The physics underlying the high- and low-frequency limits
in the case of light can be made more precise by
considering scattering from a single dielectric sphere.
Consider a plane wave of wavelength A impinging on a
small dielectric sphere of radius a 4A of dielectric constant
ea embedded in a uniform background of dielectric

POSITION

Photon

POSITION

Scattering potential for electrons in a solid
(black curve, top) and for photons in a
random dielectric medium (black curve,
bottom). The effective scattering potential for
photons is (&>2/c2) eMuu, where eUuu is the
spatially varying part of the dielectric. The
electron (blue) can have a negative energy,
and it can be trapped in deep potentials. By
contrast, the eigenvalue (a>2/c2) e0 (gray line)
of the photon (red) must be greater than the
highest of the potential barriers if the dielectric
constant (e0 + e,lua ) is to be real and positive
everywhere. Figure 2

constant ef, in which the spatial dimension d = 3. The
scattered intensity 7sc.,tl at a distance R from the sphere
can be a function only of the incident intensity /„, the
dielectric constants ea and eh and the lengths R, A and a.
In particular /scaU must be proportional to the square of
the dipole moment induced in the sphere, which scales as
the square of the sphere volume, and by conservation of
energy, it must fall off as R'1 ' with distance from the
scattering center:

fM,e,,,eh)——I()
hi

(3)

Since the ratio /scatt //„ is dimensionless, it follows that
/"i W, £„, eb) = fkea> eb )i'A.'1 ' ', where f2 is another dimen-
sionless function of the dielectric constants. The vanish-
ing of the scattering cross section for long wavelengths as
A "' ' ", obtained here by purely dimensional arguments,
is the familiar result explaining the blue of the sky.

The weak A "'H " scattering is the primary reason
that electromagnetic modes are extended in most natural-
ly occurring three-dimensional systems. This behavior
holds also for a dense random collection of scatterers. In
that case, the elastic mean-free path / is proportional to
A'1 + ' for long wavelengths (see figure 3). This generaliza-
tion of Rayleigh scattering to d spatial dimensions is also
applicable to anisotropic dielectric scattering systems.
For example, a layered random medium in which scatter-
ing is confined to directions perpendicular to the layers
would be described by setting d=l. Alternatively, a
collection of randomly spaced uniaxial rods4 in which
scattering is confined to the plane perpendicular to the
axes of the rods would be described by setting d = 2. A
consequence of the scaling theory of localization, which
applies to both electrons in disordered solids and electro-
magnetic waves in disordered dielectrics, is that all states
are localized in one and two dimensions. For electromag-
netic waves in disordered dielectrics the localization
length g|OC diverges due to Rayleigh scattering in the low
frequency limit, behaving as £loc ~ / in one dimension and
giot. ~ / exp{(ol/c) in two dimensions.

It is likewise instructive to consider the opposite limit,
one in which the wavelength of light is small compared to
the scale of the scattering structures. It is well known that
for scattering from a single sphere, the cross section
saturates at a value of 2ira2 when A -4a. This is a result of
geometric optics; the factor of two arises because of rays
that are weakly diffracted out of the forward direction
near the surface of the sphere. When discussing a dense
random collection of scatterers, it is useful to introduce the
notion of a correlation length a. On scales shorter than a,
the dielectric constant does not vary appreciably except
for the occasional interface where the physics of refraction
and diffraction apply. The essential point is that the
elastic mean-free path never becomes smaller than the
correlation length. This classical elastic mean-free path I
plays a central role in the physics of localization. Wave in-
terference effects lead to large spatial fluctuations in the
light intensity in the disordered medium. If 1^>A, however,
these fluctuations tend to average out to give a physical
picture of essentially noninterfering, multiple scattering
paths for electromagnetic transport. But when l-*A/2tr,
interference between multiply scattered paths drastically
modifies the average transport properties and a transition
from extended to localized normal modes takes place. If
one adopts the most naive version of the Ioffe-Regel5
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free electron:

p̂2

2m
 = E 

localized electron:

kx̂

2

2

 = E 
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• Strong disorder

Anderson: disorder can localize charged excitations
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• Strong disorder

Anderson: disorder can localize charged excitations
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Strong disorder

• Strong disorder in weakly interacting systems

Anderson: disorder can localize charged excitations

                                groundstate is always an insulator

• Strong disorder in strongly interacting systems/many-body-
theory

Many-body-localization

Connected to quantum entanglement

Failure to thermalize 

A lot of work in 1+1 dimensions

Ideal playground for holography

Basko, Aleiner, Altschuler

relevant: d = 1, 2

marginal: d = 3

(No eigenstate thermalization; no quantum chaos; 
“do not decohere” ... quantum computer)

Sent;t=0 |Ai⌦|Bi ⇠ log(t)
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• Generic holography (for CMT)

• Arbitrary disorder

• Observables are disorder averages
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• Generic holography (for CMT)

• Weak (mean-field) disorder (massive gravity)

Only reliable for 

Sbulk =

Z
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• Generic holography (for CMT)

• Weak (mean-field) disorder (massive gravity)

Only reliable for 

Can this become an insulator for strong disorder?
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• Note: dilaton-driven insulators are not disorder-driven

Metal-Insulator transition

This just gaps out charged d.o.f. analogous to soft/hard wall

Wall (confinement)
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IR: � ! 1

IR: Z(�) ! 0 due to backreaction from disorder...

Baggioli, Pujolas
Gouteraux, Kiritsis, Li

Fadafan
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• In this generic holographic disordered system

� � 1

e2
= 1

Grozdanov, Lucas, KS, Sachdev
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• In this generic holographic disordered system

Proof follows from Navier-Stokes on the horizon

Disorder-averaged currents

� � 1

e2
= 1

U ⇡ 4⇡Tr + . . .

� = rS(x)Q(x) + . . . ,
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Donos, Gauntlett
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• Charge-less black holes

• Conservation equation 

@i
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��ij (Ej � @jµ)
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• Charged black holes: variational argument:

Consider vector fields

Idea: these are forcing currents
The power lost is then always positive semidefinite

Proof follows by choosing

riVi = riJ i = 0, J̄ i = E
⇥p

�J i
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, E

⇥p
�Vi

⇤
= 0

J̄ 2

�
 J̄ 2T ̄

T�̄� T 2↵2
 E

h
2r(iVj)r(iVj)

p
� +

�
J i �QVi

�
(Ji �QVi)

p
�
⇤

J̄ 2 = E
hp

�J̃ iJ̃i

i
, J̃ i = Ei � @iµ̃

solution for chargeless BH
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• Generic holographic disordered system has no disorder-driven 
insulating phase

Note: this is not a 1/N artifact. It is a strong coupling 
phenomenon.

Can prove a similar bound for thermal conductivity.

Bound follows from the fact that any Area a distance R from the horizon obeys
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Grozdanov, Lucas, KS
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Absence of localization in holography

• Classical gravity is infinitely strongly coupled system

Hydrodynamics “always” applies

No possibility for 
“random interference”.

• A metal is a weakly coupled system

Wave interference
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e↵ective IR fluid
emerges

µ̄(x)

S(x)

⇠

L

l

Figure 2: We employ a separation of 3 length scales in this paper. µ̄, and the local fluid properties
such as entropy density S, may vary substantially over the distance scale ⇠. We require l ⌧ ⇠
for a hydrodynamic description to be sensible. We will often put our fluids in a large but finite
box of length L � ⇠ as well.

The chemical potential in the fluid is thus µ̄. We also assume that the temperature is uniformly T , and
that there is no fluid velocity, in our background state. This forms the basis of a consistent solution to
hydrodynamic equations, driven by the coupling µ̄ to an external bath, as we will derive below. The
steady-state hydrodynamic equations read (in relativistic notation) [8]

@
i

T iµ = F̄µ⌫J
⌫

, (6a)

@
i

J i = 0, (6b)

where Greek indices denote spacetime indices and Latin indices denote spatial indices and Tµ⌫ is the
energy-momentum current. We have implicitly taken expectation values over all operators in (6) and will
do so for the remainder of the paper. Because we have sourced disorder in our fluid entirely through µ̄(x),
we do not need to couple any other dynamical sectors to the theory, though we will point out how this
may be done perturbatively in Section 3.1, when additional scalars contribute to disorder. The coupling
of the fluid to an external chemical potential means that both energy and momentum may be exchanged
with the external bath.

In order for hydrodynamics to be valid, it is necessary that µ̄ vary slowly in space, on a length
scale ⇠ which is large compared to the (possibly position-dependent) mean free path of the fluid l. In
our strongly interacting fluid, l is the analogue of the electron-electron scattering length in traditional
solid-state physics. Without quasiparticles, it is best interpreted as the minimal length scale at which a
hydrodynamic description is sensible. The requirement that µ̄ vary slowly is often written as

����
@
x

µ̄

µ̄

���� ⌧ 1

l
, (7)

though this should not be taken literally (µ̄ may vary slowly through µ̄ = 0). The requirement we will
assume henceforth in calculations is that, in Fourier space, µ̄(k) is only non-negligible for |k|⇠ . 1. It is
not necessary that µ̄ be approximately the same at all points at space:5 disorder can be non-perturbative,
with hydrodynamic coe�cients such as viscosity and charge density, contained within Tµ⌫ and Jµ in (6),
varying substantially over distances large compared to l; see Figure 2. This was noted in [11] as well.

In a quantum critical theory of dynamical exponent z, one finds

l ⇠ T�1/z (8)

5|µ̄(x1)� µ̄(x2)| can be comparable to, or larger than, |µ̄(x1)|, so long as |x1 � x2| � l.

7

�m.f.p.

�m.f.p.

⇠
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Disorder and conductivity in holographic metals

• Disorder does not localize in ultra-strongly coupled systems

• For localization in holography one has to go beyond the classical 
approximation.
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Thank you
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