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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.
The scaling relation for the a–b planes can be interpreted in a

number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate21

(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,

j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).

However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ !c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A

Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity
(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and

some simple metals. (jdc is measured just above the transition, and parallel to the

copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary

Table 1 for details, including errors.) The values for jdc and rs are obtained from optical

measurements of the reflectance. The reflectance is a complex quantity consisting of an

amplitude and a phase; in an experiment only the amplitude is usually measured.

However, if the reflectance is measured over a wide frequency range, the Kramers–

Kronig relation may be used to obtain the phase. Once the complex reflectance is

known, then other complex optical functions may be calculated (for example, the

dielectric function or the conductivity). The jdc used in this scaling relation has been

extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.

For T ,, Tc, the response of the dielectric function to the formation of a condensate is

expressed purely by the real part, e1(q) ¼ e1 2 qps
2 /q 2, which allows the

superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the

q ! 0 limit, where qps
2 ¼ 4pn se

2/m* is proportional to the number of carriers in the

condensate. The strength of the condensate (rs) is simply rs ; qps
2 . The dashed and

dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the

copper oxides are described by the dashed line. The data for the conventional

superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie

slightly above the dashed line.

Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting
c axis. The values for rs and jdc are obtained from optical measurements, as described in

Fig. 1 legend. In addition to the published results, new data are also included for

HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal

(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from

rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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A clue to the origin of the high Tc superconductivity?
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may also explain the larger extent of quiet Sun spicules1,2 where p-
mode power and granular flows are stronger by up to 50% and
magnetic fields are more inclined owing to the presence of opposite
polarity24,25.

A natural consequence of our model is that the quasi-periodic
shocks driving the spicules propagate upwards into the low corona,
where they may lead to intensity oscillations with properties that are
similar to those of longitudinal oscillations observed by TRACE26 in
1MK coronal loops27. A
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Since the discovery of superconductivity at elevated temperatures
in the copper oxide materials1 there has been a considerable
effort to find universal trends and correlations amongst physical
quantities, as a clue to the origin of the superconductivity. One of
the earliest patterns that emerged was the linear scaling of the
superfluid density (r s) with the superconducting transition
temperature (T c), which marks the onset of phase coherence.
This is referred to as the Uemura relation2, and it works
reasonably well for the underdoped materials. It does not,
however, describe optimally doped (where T c is a maximum)
or overdoped materials3. Similarly, an attempt to scale the super-
fluid density with the d.c. conductivity (jdc) was only partially
successful4. Here we report a simple scaling relation (r s / jdcTc,
with jdc measured at approximately T c) that holds for all tested
high-T c materials. It holds regardless of doping level, nature of
dopant (electrons versus holes), crystal structure and type of
disorder5, and direction (parallel or perpendicular to the copper–
oxygen planes).
We first demonstrate scaling for the a–b plane (that is, parallel

to the copper–oxygen planes) properties6–12 of single- and double-
layer copper oxide materials (Supplementary Table 1), as well as for
the conventional metals13,14 Nb and Pb (elemental superconductors
with relatively high values of T c). The values for r s and jdc are
obtained simultaneously from studies of the reflectance of these
materials. The results for the scaling relation are shown on a log–log
plot in Fig. 1. The dashed line is a linear fit to the data, while
the dotted lines formwhat are effectively an upper and lower bound
for the data; this is described by r s ¼ (120 ^ 25)jdc T c (where r s is
in cm22, jdc is in Q21 cm21, and T c is in K). The remarkable result
contained in this plot is that within error all of these points fall
onto a single line with a slope of unity. This is significant, as the
optimally and overdoped materials, which fall well off of the
Uemura plot, now scale with the underdoped materials onto a
single line.
We also searched for scaling relations along the poorly conduct-

ing c axis, where the charge transport is thought to be incoherent15.
Previous work focused on scaling between r s and jdc only16,17.
Whereas this approach yields good results for the underdoped
materials, in a fashion reminiscent of the Uemura plot, significant
deviations from linearity are encountered for optimally and over-
doped materials; this was thought to signal the onset of more
conventional three-dimensional behaviour. Figure 2 demonstrates
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C=4.4: a-b plane high-Tc superconductor,  
           clean BCS superconductor
C=8.1: c-axis high-Tc superconductor,  
           dirty BCS superconductor

[Erdmenger, Herwerth, Klug, Meyer, Schalm: 1501.07615]

Universal property of the hairy black holes?

C is constant regardless of doping level, nature of dopant,  
crystal structure and type of disorder.
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creases to 80 K, while the relaxation rate o. remains un-
changed; i.e., the data point for the Ca-doped 1:2:3com-
pound in Fig. 2 stays apart from the initial straight line.
In the 2:2:1:2and 2:2:2:3compounds and systems with

similar crystal structures, procedures for controlling the
carrier concentration have not yet been established. To
study the empirical trends, we have performed pSR
measurements on two specimens of the double-layer sys-
tems Bi2Sr2CaCu20s (2:2:1:2 compound) and (Tlp 5-
Pbps)Sr2CaCu207 (see Ref. 5) and on three specimens
of the triple-layer systems T12Ba2Ca2Cu30|p (2:2:2:3
compound), Bi2,Pb Sr2Ca2Cu30|p, and (Tlp 5Pbp s)-
Sr2Ca2Cu309. The results for these systems in Fig. 2
suggest that T, also shows the saturation with increasing
rr(T~ 0) cx:n,/m* in the 2:2:1:2 and 2:2:2:3 systems.

FIG. 2. The superconducting transition temperature T,
plotted vs low-temperature muon-spin-relaxation rate a (T
0) measured in sixteen diA'erent specimens of CuO high-T,

superconductors. The horizontal axis rr(T 0) is proportional
to 1/X and consequently to n, /m* The. closed triangles repre-
sent points for the 2:1:4 system La2 —Sr Cu04, for x=0.08,
0.10, 0.15, 0.20, and 0.21 in the order of increasing a.. The
first two points fall on the universal straight line. Closed cir-
cles denote the 1:2:3systems YBa2Cu30~. In the order of in-
creasing cx, points on the straight line are for y=6.67, 6.76,
and 6.87. The two closed circle points at around a =3.1-3.5
with T, =90 K are obtained for two different 1:2:3 specimens
with y=7.0. The closed circle at o =3.2 and T, =80 K repre-
sents (Yp 7Cap 3)Ba2Cu307. The two stars at T,—75 K repre-
sent the 2:2:1:2 and similar systems, Bi2Sr2CaCu208 and
(Tlp, 5Pbps)Sr2CaCu207, in the order of increasing a. The re-
sults for systems with triple CuO layers are shown by closed di-
amonds; Bi2—Pb„Sr2Ca2Cu30lp, T12Ba2Ca2Cu30lp, and
(Tlp, 5Pbp5)Sr2Ca2Cu309, at T, =110-125 K in the order of in-
creasing o.. For the purpose of comparison, the four points
reported in Ref. 19 are plotted by an open triangle
(Lai s5Srp|5Cu04) and open circles (YBa2Cu30», with y
=6.66, 6.95, and 7.0 in the order of increasing a). Note that
these four points are obtained with experimental conditions
and specimens different from those in the present measure-
ments. Error bars are within the size of each point unless
specified. Solid lines are guides to the eye.

Thus, Fig. 2 clearly demonstrates that the saturation and
suppression of T, with increasing n, /m occurs in all the
different series of the CuO high-T, superconductors.
Values of the carrier concentration in the normal state

n„can be derived from the Hall coefficient RH, or in
principle, directly from the chemical formulas, and
n„/m* may be deduced from the plasma frequency. The
Hall coefficient RH of many high-T, superconductors,
however, shows substantial temperature dependence
above T„making it difficult to estimate n„. It is difficult
to estimate the oxygen concentration accurately, espe-
cially for the three-layered 2:2:2:3 systems, making un-
certain the values of the carrier concentration estimated
from the stoichiometry. As seen in the 1:2:3compounds,
crystallographic ordering of the oxygen sites might also
be a hidden variable which changes the effective carrier
density. Evaluation of the plasma frequency from in-
frared absorption spectra is subject to uncertainty owing
to the relatively continuous and small plasma edge.
(Trends seen in a plasma frequency measurement are
generally consistent with the present results. )
Compared to these other methods, @SRmeasurements

have several advantages: (1) The concentration of su-
perconducting carriers n, can be directly studied. (2)
pSR signals are volume proportional; the results are rel-
atively insensitive to small impurity phases. (3) The ex-
trapolated values of rr(T~ 0) can be determined very
accurately. Thus, the plot shown in Fig. 2 is a reliable
way to study the relation between T, and n, /m*. Both
T, and rr(T 0) represent the experimentally measured
quantities; the chemical composition, which is usually
subject to a significant uncertainty, can be treated as an
implicit variable.
For a typical value of m* =5m, (m, is the bare elec-

tron mass), for example, a relaxation rate o =1 @sec
corresponds to a carrier density of n, =2x10 ' cm in
isotropic type-II superconductors. Therefore, the results
shown in Fig. 2 are consistent in order of magnitude with
estimates of the carrier density based on the calculation
of valency. We would like to note that n, can be regard-
ed either as the three-dimensional (3L') density per
volume, or as the two-dimensional (2D) density on each
CuO plane. The average interplane distance between
adjacent CuO planes is about 6~ 1 4 for each of the
different series of high-T, systems included in Fig. 2.
The 2D and 3D densities are related with approximately
the same conversion factor for diN'erent systems.
As we noted in Ref. 19, the linear relation between T,

and n, /m cannot be expected in the weak-coupling lim-
it of the BCS theory of superconductivity where the
Fermi energy t.F, Debye frequency coD, and T, are relat-
ed as T, « A, roD«eF and T, cx: hroD (the Debye frequen-
cy represents the typical energy scale of the mediating
boson). The Fermi energy of a noninteracting 2D elec-
tron gas is proportional to n„/m*. Therefore, one possi-
ble way to explain the observed linear relation is to view
it as T, ~ eF, which is expected when the energy scale

2319
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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.
The scaling relation for the a–b planes can be interpreted in a

number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate21

(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,

j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).

However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ !c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A

Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity
(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and

some simple metals. (jdc is measured just above the transition, and parallel to the

copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary

Table 1 for details, including errors.) The values for jdc and rs are obtained from optical

measurements of the reflectance. The reflectance is a complex quantity consisting of an

amplitude and a phase; in an experiment only the amplitude is usually measured.

However, if the reflectance is measured over a wide frequency range, the Kramers–

Kronig relation may be used to obtain the phase. Once the complex reflectance is

known, then other complex optical functions may be calculated (for example, the

dielectric function or the conductivity). The jdc used in this scaling relation has been

extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.

For T ,, Tc, the response of the dielectric function to the formation of a condensate is

expressed purely by the real part, e1(q) ¼ e1 2 qps
2 /q 2, which allows the

superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the

q ! 0 limit, where qps
2 ¼ 4pn se

2/m* is proportional to the number of carriers in the

condensate. The strength of the condensate (rs) is simply rs ; qps
2 . The dashed and

dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the

copper oxides are described by the dashed line. The data for the conventional

superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie

slightly above the dashed line.

Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting
c axis. The values for rs and jdc are obtained from optical measurements, as described in

Fig. 1 legend. In addition to the published results, new data are also included for

HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal

(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from

rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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 observed. Such changes clearly set up numerous possibilities
for interesting quantum phase transitions. More recent exam-
ples are the iron-based pnictide compounds such as
BaFe2(As1−xPx)2, which display a similar set of phases, includ-
ing superconductivity.

At the heart of the quantum phase transitions of those
materials is a new ingredient not found in insulators: the
Fermi surface. In the simplest theory of a metal, electrons
 occupy plane-wave states that are eigenstates of momentum,
and the set of  lowest- energy occupied states is bounded in
momentum space by the Fermi surface. That surface is of
great physical significance because it is the locus of crucial
low-energy excitations of the metal. Electrons move from
 occupied states just below the Fermi surface to unoccupied
states just above it. When a metal undergoes a quantum
phase transition, such as the onset of Néel order, the shape
of the Fermi surface changes significantly. So a theory of the
Néel-ordering quantum critical point in a metal must account
not only for the collective spin fluctuations—spin waves and
triplons—associated with the onset of Néel order, just as in
an insulator, but also for the concomitant change in shape of
the Fermi surface and the associated changes in the occupied
electron states.

Much theoretical effort has been expended in the past
two decades in trying to understand the simplest paradigms
of quantum phase transitions in metals.9 Some theories ap-
pear to be reasonably well understood in three spatial dimen-
sions. But the 2D case is of central importance, because most
of the interesting experimental examples of metallic quantum

phase transitions are in compounds, such as the copper- and
iron-based materials just noted, in which the electron motion
is primarily along single crystalline planes. All current theo-
ries have very strongly coupled spin and charge transitions
in two spatial dimensions, and only limited results are avail-
able so far.10

In experimental studies of quantum phase transitions
with Fermi-surface changes in 2D metals, a ubiquitous fea-
ture is so-called strange-metal behavior. One hallmark of the
strange-metal regime is that the electrical resistivity ρ is lin-
early proportional to the temperature T. That behavior is in
stark contrast to the predictions of the standard Fermi- liquid
theory of metals, which has ρ ~ T 2 at low temperatures.

 Figure 4 shows several examples of strange-metal behav-
ior. It is found in regions shaped very much like the quantum-
critical regions of the insulators discussed above. That similar-
ity supports the interpretation of strange metals as the
quantum-critical regions of the quantum phase transitions in-
volving changes in the Fermi surfaces of metals. In the phase
diagrams11,12 of iron-based BaFe2(As1−xPx)2 in  figure 4a and the
electron-doped cuprate Pr2–xCexCuO4 in  figure 4b, it is also
clear that the Fermi-surface change is linked to the onset of
 antiferromagnetism. Curiously, the phase diagram13 for the
hole-doped cuprate La2−xSrxCuO4 could be interpreted in terms
of a novel  quantum- critical phase, in which the long-range en-
tangled ground state at absolute zero exists over a small but
finite range of g rather than at a single critical point gc.

Another notable feature of  figure 4 is that at low temper-
atures, “bare” quantum criticality is invariably preempted by
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Figure 4. Resistivity plots for
various correlated-electron ma-
terials. The colors represent the
exponent α that describes the
temperature dependence of the
resistivity ρ: ρ ~ ρ0 + ATα. The fan
shapes of so-called strange-
 metal behavior, where α ≈ 1, 
can be interpreted as regions 
of quantum criticality. (a) The
iron-based pnictide compound
BaFe2(As1−xPx)2 can be doped
with charge carriers. For low
doping and low temperatures,
the material exhibits a spin-
 density wave (SDW)—that is,
anti ferromagnetic order in a
metal. For higher doping, the
material turns superconducting
at low temperatures. The shape
symbols show the experimen-
tally measured phase bound-
aries.11 (b) The electron-doped
copper oxide superconductor
Pr2−xCexCuO4 behaves similarly.
Here its superconductivity has
been suppressed by an applied
magnetic field.12 (c) In the
ruthenate Sr3Ru2O7 at low tem-
perature near the critical mag-
netic field (brown region), the
electronic motion breaks the 
underlying crystal symmetry and
instead has an ordering resem-
bling nematic liquid crystals.17
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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.
The scaling relation for the a–b planes can be interpreted in a

number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate21

(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,

j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).

However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ !c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A

Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity
(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and

some simple metals. (jdc is measured just above the transition, and parallel to the

copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary

Table 1 for details, including errors.) The values for jdc and rs are obtained from optical

measurements of the reflectance. The reflectance is a complex quantity consisting of an

amplitude and a phase; in an experiment only the amplitude is usually measured.

However, if the reflectance is measured over a wide frequency range, the Kramers–

Kronig relation may be used to obtain the phase. Once the complex reflectance is

known, then other complex optical functions may be calculated (for example, the

dielectric function or the conductivity). The jdc used in this scaling relation has been

extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.

For T ,, Tc, the response of the dielectric function to the formation of a condensate is

expressed purely by the real part, e1(q) ¼ e1 2 qps
2 /q 2, which allows the

superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the

q ! 0 limit, where qps
2 ¼ 4pn se

2/m* is proportional to the number of carriers in the

condensate. The strength of the condensate (rs) is simply rs ; qps
2 . The dashed and

dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the

copper oxides are described by the dashed line. The data for the conventional

superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie

slightly above the dashed line.

Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting
c axis. The values for rs and jdc are obtained from optical measurements, as described in

Fig. 1 legend. In addition to the published results, new data are also included for

HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal

(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from

rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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32 Gary T. Horowitz

cases (if indeed “pairing mechanism” is the right concept at strong coupling)?
This remains one of the main open questions in understanding the high Tc mate-
rials.

8. As mentioned above, the large N limit is responsible for allowing spontaneous
symmetry breaking in our 2+1 dimensional field theory. Can one show that away
from this limit, massless fluctuations lead to infrared diverges which destroy the
long range order?

9. In gauge/gravity duality, one takes a large N limit to justify using classical gen-
eral relativity in the bulk. What is the analog of this large N limit in condensed
matter systems? In other words, what types of materials are likely to have a
(tractable) dual gravitational gravitational description? (See [52] for a discussion
of some of the issues.)

10. The high temperature cuprate superconductors satisfy a simple scaling law re-
lating the superfluid density, the normal state (DC) conductivity and the critical
temperature [36]. Can this be given a dual gravitational interpretation?
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But in the last few years we have seen that this same theory can describe other
areas of physics as well, including superconductivity. This is all due to the magic
of gauge/gravity duality. Although the full power of gauge/gravity duality relates a
quantum theory of gravity (indeed string theory) in the bulk to a nongravitational
theory on the boundary, we have worked in a large N limit in which the bulk theory
is just classical general relativity. This large N limit also explains how we can have
spontaneous symmetry breaking in a 2+1 dimensional field theory, in apparent con-
tradiction to the Coleman-Mermin-Wagner theorem. The large N limit suppresses
fluctuations in the fields.14

It is natural to ask how surprised one should be that general relativity can repro-
duce the basic properties of superconductors. After all, Weinberg [60] has shown
that much of the phenomenology of superconductivity follows just from the spon-
taneous breaking of the U(1) symmetry. Once we have found the instability that
leads to charged scalar hair, doesn’t everything else follow? There are indications
that something deeper is going on. For example, order one dimensionless ratios can
be computed and compared with experiment. In particular, the ratio wg/Tc ⇡ 8 dis-
cussed in section 3.2, is close to the observed value. This does not follow from
symmetry arguments alone.

Since our bulk dual of a superconductor just involves gravity interacting with a
Maxwell field and a charged scalar, there is a superficial similarity to a Landau-
Ginzburg description. However, it is important to keep in mind two key differences.
First, the low temperature instability must be put in by hand in the Landau-Ginzburg
model, whereas it arises naturally in our gravitational description. Indeed, we have
seen that there are two physically distinct instabilities which can trigger the phase
transition. Second, the Landau-Ginzburg model is only valid near the transition tem-
perature, since it involves a power series in the order parameter j . To go beyond
T ⇡ Tc, one would need to specify an entire potential V (j). Initially, our bulk the-
ory also had the freedom to add an arbitrary potential V (Y). We chose just a mass
term for simplicity. However, once one embeds the bulk theory into string theory,
the potential is fixed and is no longer arbitrary.

8.1 Open problems

We close with a list of open problems15. They are roughly ordered in difficulty with
the easier problems listed first. (Of course, this is my subjective impression. With
the right approach, an apparently difficult problem may become easy!)

1. In the probe limit below the critical temperature, there is an infinite discrete set
of solutions for y which are all regular on the horizon and satisfy the required
boundary condition at infinity. (When backreaction is included, there is only a

14 This is not an issue for the 3+ 1 dimensional superconductor, which can be holographically
described by the bulk gravitational theory (2) in one higher dimension.
15 I thank Sean Hartnoll for suggesting some of these problems.
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.
The scaling relation for the a–b planes can be interpreted in a

number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate21

(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,

j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).

However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ !c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A

Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity
(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and

some simple metals. (jdc is measured just above the transition, and parallel to the

copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary

Table 1 for details, including errors.) The values for jdc and rs are obtained from optical

measurements of the reflectance. The reflectance is a complex quantity consisting of an

amplitude and a phase; in an experiment only the amplitude is usually measured.

However, if the reflectance is measured over a wide frequency range, the Kramers–

Kronig relation may be used to obtain the phase. Once the complex reflectance is

known, then other complex optical functions may be calculated (for example, the

dielectric function or the conductivity). The jdc used in this scaling relation has been

extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.

For T ,, Tc, the response of the dielectric function to the formation of a condensate is

expressed purely by the real part, e1(q) ¼ e1 2 qps
2 /q 2, which allows the

superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the

q ! 0 limit, where qps
2 ¼ 4pn se

2/m* is proportional to the number of carriers in the

condensate. The strength of the condensate (rs) is simply rs ; qps
2 . The dashed and

dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the

copper oxides are described by the dashed line. The data for the conventional

superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie

slightly above the dashed line.

Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting
c axis. The values for rs and jdc are obtained from optical measurements, as described in

Fig. 1 legend. In addition to the published results, new data are also included for

HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal

(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from

rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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Goals and method

⇢s(T = 0) = C�DC(Tc)Tc

⇢s(T = 0) = BTc

Homes’ law
Uemura’s law

Linear response theory

�(!) =
GR

JJ(!)

i!

�(!) ⇠ i
⇢s
!

The model and method are well established.  
 Why is the progress slow?

Holographer’s tool box

1. Need a holographic superconductor ~ hairy black hole (0803.3295: Hartnoll, Herzog, Horowitz)

2. Conductivity?

Son and Starinets, hep-th/0205051 
Herzog and Son, hep-th/0212072 
Skenderis and van Rees, 0805.0150GR

Goals

�DC = �(! = 0)

Holography



[Hartnoll, Herzog, Horowitz:  
0803.3295]Original holographic superconductor: HHH
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Figure 6 The zero temperature holographic superconductor. The electric
flux is sourced entirely by the scalar field condensate.

finds that the theory (6.1) admits Lifshitz solutions with the dynamical
critical exponent z given by solutions to

8(VT � 3) + 4(V
0 2
T � 4VT + 12)z + (V

0 2
T + 8VT � 24)z2 + V

0 2
T z3 = 0 . (6.6)

Here we introduced

VT = 2L2
�
V (�1) +m2�2

1
�
, V

0
T =

2L

e

�
V 0(�1) + 2m2�1

�
. (6.7)

Thus the dynamical critical exponent is determined by the value of the
potential and its first derivative at the fixed point value of �1, which is in
turn determined by the equations of motion. In order for the scaling (6.5) to
have a straightforward interpretation as a renormalisation transformation,
one should have z > 0. The null energy condition in the bulk furthermore
implies z > 1 [46]. Even if (6.6) gives physical solutions for z, it is not
guaranteed that the corresponding Lifshitz solution is realised as the near
horizon geometry. An instructive simple case to consider is m2 > 0 and
V = 0. One obtains in this case [46, 45]

z =
�2

�2 � L2m2
, �2

1 =
1

e2L2

6z

(1 + z)(2 + z)
. (6.8)

The Lifshitz solutions are seen to exist so long as the scalar is not too heavy,
L2m2 < �2. As L2m2 ! 0, we see that z ! 1 and an emergent relativistic
AdS4 is obtained. As L2m2 ! �2 from below, z ! 1 and the extremal
AdS2⇥R2 geometry is recovered. However, recall from (6.2) that AdS2⇥R2 is
stable against � condensing if �2�m2L2  3

2 . Extremal Reissner-Nordström
is likely the ground state in this case. It follows that the Lifshitz geometries
(6.8) realized as IR scaling regimes in this theory with a positive quadratic

5 The planar Reissner-Nordström-AdS black hole 13

The Maxwell potential of the solution is

A = µ

✓
1� r

r+

◆
dt . (5.5)

We have required the Maxwell potential to vanish on the horizon, At(r+) =
0. The simplest argument for this condition is that otherwise the holonomy
of the potential around the Euclidean time circle would remain nonzero when
the circle collapsed at the horizon, indicating a singular gauge connection.
The planar Reissner-Nordström-AdS solution is characterized by two scales,
the chemical potential µ = limr!0At and the horizon radius r+. From the
dual field theory perspective, it is more physical to think in terms of the
temperature than the horizon radius

T =
1

4⇡r+

✓
3�

r2+µ
2

2�2

◆
. (5.6)

The black hole is illustrated in figure 4 below. This black hole, which can

&KDUJH�
GHQVLW\(OHFWULF�IOX[�
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Figure 4 The planar Reissner-Nordström-AdS black hole. The charge den-
sity is sourced entirely by flux emanating from the black hole horizon.

additionally carry a magnetic charge, was the starting point for holographic
approaches to finite density condensed matter [27, 28].

Because the underlying UV theory is scale invariant, the only dimension-
less quantity that we can discuss is the ratio T/µ. In order to answer our
basic question about the IR physics at low temperature, we must take the
limit T/µ ⌧ 1 of the solution. We thereby obtain the extremal Reissner-
Nordström-AdS black hole with

f(r) = 1� 4

✓
r

r+

◆3

+ 3

✓
r

r+

◆4

. (5.7)

The near-horizon extremal geometry, capturing the field theory IR, follows

1106.4324: Hartnoll

The first holographic superconductor

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm

SHHH =

Z
d

4
x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤
�
, (2.1)

Sm:
Q-lattice

SQ =

Z
d

4
x

p
�g

⇥
�|@ |2 �m

2
 | |2

⇤
, (2.2)

Axion

SA =

Z
d

4
x

p
�g

2

4�1

2

X

I=1,2

(@ I)
2

3

5
, (2.3)

Hellical lattice

SH =

Z
d

4
x

p
�g


�1

4
W

µ⌫
Wµ⌫ �m

2
BB

µ
Bµ

�
� 1

2

Z
B ^ F ^W, (2.4)

In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.5)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.6)

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.7)

where U, V1, V2, a, and � are functions of the radial coordinate z only. Notice that

– 2 –
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Conductivity: normal phase [Hartnoll: 0903.3234]

Optical conductivity

�R(!) =
1

⇡
P
Z

�I(!0)

!0 � !
d!0 , �I(!) = � 1

⇡
P
Z

�R(!0)

!0 � !
d!0

�(!) = �R(!) + i�I(!)

Kramers-Kronig relation

Translation invariance + finite density

18 zakopane printed on October 16, 2013

As described above, we impose ingoing boundary conditions for A
x

at the
horizon of the black hole. Our goal is to determine the sub-leading fall-o↵
hJ

x

i by solving the equations of motion in the bulk.
These calculations were first performed in [18] for the Schwarzchild black

hole and in [2] for the Reissner-Nordström black hole. One can show that
sourcing A

x

in this way will also turn on the metric component g
tx

, but no
further fields. The Maxwell equation is

(f(r)A0
x

)0 +
w2

f(r)
A

x

= �A0
0

r2

L2

✓
g0
tx

+
2

r
g
tx

◆

while the Einstein equations require

g0
tx

+
2

r
g
tx

+
4L2

�2
A0

0

A
x

= 0

We can use this latter constraint to eliminate the metric, leaving us with a
single second order equation of motion for A

x

,

(fA0
x

)0 +
w2

f
A

x

=
4µ2

�2r2
h

r2A
x

(33)

Solving this equation, subject to the ingoing boundary conditions at the
horizon, allows us to determine the response hJ

x

i in terms of the source.
The ratio is the optical conductivity, which we can write as

�(!) =
1

e2
A0

x

i!A
x

����
r=0

(34)

Although (33) cannot be solved analytically, it is a simple matter to solve
it numerically. The result is plotted in Figure 5.

Let’s compare this to our expectations from the previous section. We
see that at frequencies ! � µ, there is a rise in the conductivity, before it
reaches a plateaux for higher !. This is analogous to the behaviour seen
in graphene and, as we mentioned in Section 3, is typical of any CFT in
d = 2 + 1 dimensions.

However, there is no Drude peak at small frequencies. Instead, some-
thing much more dramatic happens. In the numerical data shown, this
reveals itself as a pole in the imaginary part of the imaginary part of the
conductivity, Im� ⇠ 1/!. But the Kramers-Kronig relation (which is es-
sentially the requirement of causality imposed on response functions) means
that this pole is necessarily accompanied by a zero-frequency delta-function
in the real part of the conductivity,

Re�(!) ⇠ K�(!) (35)

, Re �(!) ⇠ �(!)

Gauntlett’ talk on Monday 

⇢s(T = 0) = C�DC(Tc)Tc

Homes’ law
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Figure 6 The zero temperature holographic superconductor. The electric
flux is sourced entirely by the scalar field condensate.

finds that the theory (6.1) admits Lifshitz solutions with the dynamical
critical exponent z given by solutions to

8(VT � 3) + 4(V
0 2
T � 4VT + 12)z + (V

0 2
T + 8VT � 24)z2 + V

0 2
T z3 = 0 . (6.6)

Here we introduced

VT = 2L2
�
V (�1) +m2�2

1
�
, V

0
T =

2L

e

�
V 0(�1) + 2m2�1

�
. (6.7)

Thus the dynamical critical exponent is determined by the value of the
potential and its first derivative at the fixed point value of �1, which is in
turn determined by the equations of motion. In order for the scaling (6.5) to
have a straightforward interpretation as a renormalisation transformation,
one should have z > 0. The null energy condition in the bulk furthermore
implies z > 1 [46]. Even if (6.6) gives physical solutions for z, it is not
guaranteed that the corresponding Lifshitz solution is realised as the near
horizon geometry. An instructive simple case to consider is m2 > 0 and
V = 0. One obtains in this case [46, 45]

z =
�2

�2 � L2m2
, �2

1 =
1

e2L2

6z

(1 + z)(2 + z)
. (6.8)

The Lifshitz solutions are seen to exist so long as the scalar is not too heavy,
L2m2 < �2. As L2m2 ! 0, we see that z ! 1 and an emergent relativistic
AdS4 is obtained. As L2m2 ! �2 from below, z ! 1 and the extremal
AdS2⇥R2 geometry is recovered. However, recall from (6.2) that AdS2⇥R2 is
stable against � condensing if �2�m2L2  3

2 . Extremal Reissner-Nordström
is likely the ground state in this case. It follows that the Lifshitz geometries
(6.8) realized as IR scaling regimes in this theory with a positive quadratic

5 The planar Reissner-Nordström-AdS black hole 13

The Maxwell potential of the solution is

A = µ

✓
1� r

r+

◆
dt . (5.5)

We have required the Maxwell potential to vanish on the horizon, At(r+) =
0. The simplest argument for this condition is that otherwise the holonomy
of the potential around the Euclidean time circle would remain nonzero when
the circle collapsed at the horizon, indicating a singular gauge connection.
The planar Reissner-Nordström-AdS solution is characterized by two scales,
the chemical potential µ = limr!0At and the horizon radius r+. From the
dual field theory perspective, it is more physical to think in terms of the
temperature than the horizon radius

T =
1

4⇡r+

✓
3�

r2+µ
2

2�2

◆
. (5.6)

The black hole is illustrated in figure 4 below. This black hole, which can
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Figure 4 The planar Reissner-Nordström-AdS black hole. The charge den-
sity is sourced entirely by flux emanating from the black hole horizon.

additionally carry a magnetic charge, was the starting point for holographic
approaches to finite density condensed matter [27, 28].

Because the underlying UV theory is scale invariant, the only dimension-
less quantity that we can discuss is the ratio T/µ. In order to answer our
basic question about the IR physics at low temperature, we must take the
limit T/µ ⌧ 1 of the solution. We thereby obtain the extremal Reissner-
Nordström-AdS black hole with

f(r) = 1� 4

✓
r

r+

◆3

+ 3

✓
r

r+

◆4

. (5.7)

The near-horizon extremal geometry, capturing the field theory IR, follows
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[Horowitz and Santos:  
1302.6586]

At ⇠ 1 +A0 cos(k0x)

The first holographic superconductor + momentum relaxation

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm
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Hellical lattice
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d

4
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p
�g


�1

4
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µ⌫
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2
BB

µ
Bµ

�
� 1

2

Z
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In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.5)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.6)

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.7)

where U, V1, V2, a, and � are functions of the radial coordinate z only. Notice that

– 2 –
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Holographic superconductor with momentum relaxation
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Fig. 6. Holographic optical conductivity in the presence of a lattice, taken from
[20].

To do this holographically, we must solve the bulk Einstein-Maxwell equa-
tions, subject to the boundary condition A

0

! µ(x, y) as r ! 0. That’s not
possible analytically. Instead we need to turn to numerics.

Working with a general function µ(x, y) would require solving three-
dimensional PDEs with the radial direction providing the third variable.
Here we do something a little easier. We work instead with a striped chem-
ical potential of the form

µ = µ̄ (1 +A
0

cos(kx)) (37)

This now requires solving PDEs in two variables. The solutions were found
numerically in [19]. They are, as you may expect, rippled Reissner-Nordström
black holes. We refer to this as a holographic lattice.

With the solutions in hand, it is conceptually straightforward to de-
termine the conductivity using the same method described in the previous
section, running the electric field in the x-direction, against the grain of the
stripes. However, while conceptually straightforward, it is calculationally
challenging. In the case with translational invariance, sourcing A

x

turned
on only g

tx

. In the absence of translational invariance, almost everything
is sourced. One ends up with ten, coupled PDEs in two independent vari-
ables, linearised around the numerical rippled Reisnner-Nordström black
holes. These equations were solved numerically in [20, 19].

The real and imaginary parts of optical conductivity in the presence of
a holographic lattice is shown in Figure 6. (The black dotted line is the

15

Optical conductivity

Conductivity: normal phase

⇢s(T = 0) = C�DC(Tc)Tc

Homes’ law

momentum relaxation



ÊÊ
ÊÊÊÊÊÊÊÊÊÊÊÊÊÊ

ÊÊ
ÊÊ
ÊÊ
ÊÊ
ÊÊ
ÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊ

Ê Ê
Ê Ê Ê Ê Ê Ê

Ê Ê Ê Ê

‡‡
‡‡
‡
‡‡‡‡
‡
‡
‡
‡
‡‡‡
‡
‡
‡
‡
‡‡‡
‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡ ‡

‡
‡ ‡ ‡ ‡ ‡

‡ ‡ ‡ ‡ ‡ ‡

ÏÏ
Ï
Ï
ÏÏ
Ï
Ï
Ï
ÏÏ
Ï
Ï
ÏÏ
Ï
Ï
ÏÏÏ
Ï
Ï
ÏÏ
Ï
ÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏ Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï Ï

ÚÚ

ÚÚ

ÚÚ

ÚÚ

ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚ

0.00 0.02 0.04 0.06 0.08 0.10
0

2

4

6

8

wêm

R
eHs
L

ÊÊÊÊÊÊÊÊÊÊÊÊ
ÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊ

ÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊ Ê

‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡‡ ‡

ÏÏ

Ï
Ï
ÏÏÏ
ÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏ Ï Ï

ÚÚ

ÚÚ

ÚÚ

ÚÚ

ÚÚ

ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚ
ÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚ

0.00 0.02 0.04 0.06 0.08 0.10

10

20

30

40

50

wêm

Im
HsL

Figure 5: The low frequency part of the conductivity for T/T
c

= 1.0 (blue circles), .97 (red squares),
.86 (yellow diamonds), and .70 (green triangles). The vertical red line in Re(�) denotes the zero
frequency delta function.

0.0 0.2 0.4 0.6 0.8 1.00.0

0.1

0.2

0.3

0.4

0.5

0.6

TêTc

r s
êm

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

TêTc

r n
êm

Figure 6: The density of the superfluid and normal components as a function of temperature,
extracted from the fit to (4.3). The dashed red line on the right is a fit to (4.4).
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Figure 6 The zero temperature holographic superconductor. The electric
flux is sourced entirely by the scalar field condensate.

finds that the theory (6.1) admits Lifshitz solutions with the dynamical
critical exponent z given by solutions to

8(VT � 3) + 4(V
0 2
T � 4VT + 12)z + (V

0 2
T + 8VT � 24)z2 + V

0 2
T z3 = 0 . (6.6)

Here we introduced

VT = 2L2
�
V (�1) +m2�2

1
�
, V

0
T =

2L

e

�
V 0(�1) + 2m2�1

�
. (6.7)

Thus the dynamical critical exponent is determined by the value of the
potential and its first derivative at the fixed point value of �1, which is in
turn determined by the equations of motion. In order for the scaling (6.5) to
have a straightforward interpretation as a renormalisation transformation,
one should have z > 0. The null energy condition in the bulk furthermore
implies z > 1 [46]. Even if (6.6) gives physical solutions for z, it is not
guaranteed that the corresponding Lifshitz solution is realised as the near
horizon geometry. An instructive simple case to consider is m2 > 0 and
V = 0. One obtains in this case [46, 45]

z =
�2

�2 � L2m2
, �2

1 =
1

e2L2

6z

(1 + z)(2 + z)
. (6.8)

The Lifshitz solutions are seen to exist so long as the scalar is not too heavy,
L2m2 < �2. As L2m2 ! 0, we see that z ! 1 and an emergent relativistic
AdS4 is obtained. As L2m2 ! �2 from below, z ! 1 and the extremal
AdS2⇥R2 geometry is recovered. However, recall from (6.2) that AdS2⇥R2 is
stable against � condensing if �2�m2L2  3

2 . Extremal Reissner-Nordström
is likely the ground state in this case. It follows that the Lifshitz geometries
(6.8) realized as IR scaling regimes in this theory with a positive quadratic
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In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by
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where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.6)

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.7)

where U, V1, V2, a, and � are functions of the radial coordinate z only. Notice that
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where U, V1, V2, a,  and � are functions of the radial coordinate z only. Notice that
k is the lattice wavenumber and µ is the chemical potential of the dual field theory. The
normal phase of the system corresponds to the solution with a vanishing charged scalar
field �. If U = 1 + z + z

2 � µ

2
z

3
/4, V1 = V2 = a = 1,  = � = 0, we recover the

familiar planar AdS-Reissner-Nordström(AdS-RN) black hole. The non-trivial Q-lattice
backgrounds can be obtained by setting a non-trivial boundary condition at infinity for
the scalar field  (0) = � and regular boundary conditions on the horizon z = 1. We will
refer to � as the lattice amplitude. The black hole temperature is T/µ = U(1)/(4⇡µ).
Due to conformal invariance, the solutions of the system are specified by four dimensionless
parameters, namely (T/µ, �/µ, k/µ, q). We will set µ = 1 in numerical calculation.

3 Critical temperature and DC conductivity

3.1 Metal-insulator transition without condensate

To check the Homes’ law in our model, we need to calculate the DC conductivity �DC at
the critical temperature. A formula for �DC in terms of the background solution data at
the horizon can be derived [3]

�DC =

 r
V2

V1
+

µ

2
a

2
p
V1V2

2k2 2

!�����
z=1

. (3.1)

3.2 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field �, corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 3 we illustrate how
the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
the critical temperature first decreases for small k/µ, and then increases for large values
of k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0).
In axion model [4] and helical lattice model [5] the critical temperature has the similar
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2 AC conductivities: holographic model and method

2.1 Equilibrium state

In this section we briefly review the holographic superconductor model we study, referring

to [26, 29, 51, 52, 59] for more complete and detailed analysis. We consider the action2
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M = {t, x, y, r} and r is the holographic direction. R is the Ricci scalar and

⇤ = �3/L2 is the cosmological constant with the AdS radius L = 1. We have included

the field strength F = dA for a U(1) gauge field A, the complex scalar field � with

mass m, two massless scalar fields,  
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(I = 1, 2). The covariant derivative is defined by
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yields equations of motion
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for which we make the following ansatz:

A = A

t

(r)dt+
1

2
B (xdy � ydx) , � = �(r) ,  

I

= (�x, �y) , (2.5)

ds2 = �U(r)e��(r)dt2 +
dr2

U(r)
+ r

2(dx2 + dy2) . (2.6)

In the gauge field, A
t

(r) encodes a finite chemical potential or charge density and B plays a

role of an external magnetic field. �(r) is dual to a superconducting phase order parameter,

condensate. Near boundary (r ! 1), � ⇠ J

�

r

3�� +
hO�i
r

� + . . . with two undetermined

coe�cients J� and
⌦

O�
↵

, which are identified with the source and condensate respectively.

The dimension � of the condensate is related to the bulk mass of the complex scalar by

m

2 = �(��3). In this paper, we take m2 = �2 and � = 2 to perform numerical analysis.

 

I

is introduced to give momentum relaxation e↵ect where � is the parameter for the

strength of momentum relaxation. For � = 0, the model becomes the original holographic

superconductor proposed by Hartnoll, Herzog, and Horowitz (HHH) [5, 6].

First, if �(r) = 0 (no condensate), the solution corresponds to a normal state and its

2The complete action includes also the Gibbons Hawking term and some boundary terms for holographic
renormalization, which are explained in [26, 29, 51, 52, 59] in more detail.
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for which we make the following ansatz:

A = A
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(r)dt+
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2
B (xdy � ydx) , � = �(r) ,  

I

= (�x, �y) , (2.5)

ds2 = �U(r)e��(r)dt2 +
dr2

U(r)
+ r

2(dx2 + dy2) . (2.6)

In the gauge field, A
t

(r) encodes a finite chemical potential or charge density and B plays a

role of an external magnetic field. �(r) is dual to a superconducting phase order parameter,

condensate. Near boundary (r ! 1), � ⇠ J

�

r

3�� +
hO�i
r

� + . . . with two undetermined

coe�cients J� and
⌦

O�
↵

, which are identified with the source and condensate respectively.

The dimension � of the condensate is related to the bulk mass of the complex scalar by

m

2 = �(��3). In this paper, we take m2 = �2 and � = 2 to perform numerical analysis.
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is introduced to give momentum relaxation e↵ect where � is the parameter for the

strength of momentum relaxation. For � = 0, the model becomes the original holographic

superconductor proposed by Hartnoll, Herzog, and Horowitz (HHH) [5, 6].

First, if �(r) = 0 (no condensate), the solution corresponds to a normal state and its

2The complete action includes also the Gibbons Hawking term and some boundary terms for holographic
renormalization, which are explained in [26, 29, 51, 52, 59] in more detail.
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2 Holographic superconductor on a Q-lattice
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In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by
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where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.7)
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Figure 1. Numerical solutions of bulk background functions, which are numerically integrated from
the black hole horizon (rh = 1). The solid curves are for the case without momentum relaxation
(� = 0) while the dotted curves are for momentum relaxation (�/µ = 0.5). The black curves are
for normal phase (

⌦

O�
↵

= 0) while the red curves are for superconducting phase (
⌦

O�
↵

6= 0). In
(b) and (c) the black solid and dotted curves are coincide, but in (a) they are di↵erent. It agrees
to the analytic formula in (2.7), where � enters only into U(r).

analytic formula is given by

U(r) = r
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where r

h

is the location of the black brane horizon defined by U(r
h

) = 0, m0 ⌘ r

3
h

�
�

2
r

h

2 + n

2+B

2

4r
h

, and n is interpreted as charge density. It is the dyonic black brane [60]

modified by � due to  

I

[52]. The thermodynamics and transport coe�cients(electric,

thermoelectric, and thermal conductivity) of this system was analysed in detail in [52]. In

the case without magnetic field, see [29]. Next, if �(r) 6= 0, the solution corresponds to

a superconducting state with finite condensate and its analytic formula is not available3.

For B = 0, the solutions are numerically obtained in [6] for � = 0 and in [44] for � 6= 0.

For example we display numerical solutions for some cases in Figure 1, where we set r
h

= 1

and plot dimensionless quantities scaled by µ: U(r)/µ2, A
t

/µ, and �. For B 6= 0, due to

the generation of vortex our ansatz (2.5) should be modified. In this paper we will not

consider this case and refer to [2, 61, 62].

3A nonzero �(r) induces a nonzero �(r), which changes the definition of ‘time’ at the boundary so field
theory quantities should be defined accordingly.
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⇢s(T = 0) = C�DC(Tc)TcHomes’ law

Critical temperature

(a) � = 2, q = 3 (b) � = 2, q = 2 (c) � = 4, q = 3

(d) plot (a) and (b) together (e) plot (c) extended to ��

Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b). The three dimensional information in Figure 2 may be summarized in a two

dimensional plot, for example, in the plane of dimensionless quantities T/� and µ/�. In

practice, we have obtained such two dimensional plots first and rescaled them to make three

dimensional plots, where µ, �, and T have the same unit of energy. Three dimensional plots

would be more convenient to represent overall features, even though all information can be

compressed in two dimensional plots.

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.
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Figure 5: The low frequency part of the conductivity for T/T
c

= 1.0 (blue circles), .97 (red squares),
.86 (yellow diamonds), and .70 (green triangles). The vertical red line in Re(�) denotes the zero
frequency delta function.
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(a) �/µ = 0.1, T/T
c

= 1.52, 1,
0.94, 0.76, 0.37 (dotted, red,

orange, green, blue)

(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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Figure 5: The low frequency part of the conductivity for T/T
c

= 1.0 (blue circles), .97 (red squares),
.86 (yellow diamonds), and .70 (green triangles). The vertical red line in Re(�) denotes the zero
frequency delta function.
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Figure 6: The density of the superfluid and normal components as a function of temperature,
extracted from the fit to (4.3). The dashed red line on the right is a fit to (4.4).
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Conductivities

In superconducting phase,

✏ = hTtti = �2G(1)
, ⇢ =

⌦
J

t
↵
= A

(1)
, s = 4⇡r2h , (2.55)

where G(1) and A

(1) are numerical values. Lack of the analytic relation such as (2.55)

make it di�cult to check if W = ⌦. Therefore, we numerically checked and found that

⌦ = ✏ � Ts � µ⇢ = G(1) � �

2
rh 6= W. However, as far as the phase diagram is concerned,

this di↵erence does not matter. It turns out W < ⌦ in superconducting phase so we may

use ⌦ as our criteria for phase transition. To study thermodynamical quantities it will be

important to understand physics of the di↵erence between W and ⌦. We leave it for future

study.

3 Optical conductivity

In this section we study electric(�), thermoelectric(↵), thermal(̄) conductivity by con-

sidering small fluctuations of relevant gauge, metric, scalar fields around the normal and

superconducting background we obtained in the previous section. From here on, we set

L = 1 and use the scaled variables (2.25) without tilde.

3.1 Fluctuations for optical conductivity: equations and on-shell action

Electric conductivity is related to a small bulk gauge field fluctuation �Ax(t, r)

�Ax(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
ax(!, r) , (3.1)

of which boundary dual operator is electric current. The fluctuation is chosen to be inde-

pendent of x and y, which is allowed since all the background fields a↵ecting the equations

of motion are independent of x and y. Because of rotational symmetry in x-y plane, it is

enough to consider �Ax. The gauge field fluctuation(�Ax(t, r)) sources to metric(�gtx(t, r))

and scalar field(� 1(t, r)) fluctuation

�gtx(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
r

2
htx(!, r) , (3.2)

� 1(t, r) =

Z 1

�1

d!

2⇡
e

�i!t
⇠(!, r) , (3.3)

and all the other fluctuations can be decoupled. Notice that htx(!, r) is defined to approach

constant as r goes to infinity.

In momentum space, the linearized equations of motion around the background (2.8)
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compute electric, thermoelectric, and thermal conductivities it is enough to consider

�A

i

(t, r) =

Z 1

�1

d!

2⇡
e

�i!t

a

i

(!, r) ,

�g

ti

(t, r) =

Z 1

�1

d!

2⇡
e

�i!t

r

2
h

ti

(!, r) ,

� 

i

(t, r) =

Z 1

�1

d!

2⇡
e

�i!t

⇠

i

(!, r) ,

(2.8)

where i = x, y for B 6= 0 and i = x is enough for B = 0 thanks to a rotational symmetry in

x� y space. For the sake of illustration of our method, we consider the case for B = 0 [44]

and refer to [52] for B 6= 0. In momentum space, the linearized equations of motion around

the background are4

a

00
x

+

✓

U

0

U

� �

0

2

◆

a

0
x

+

✓

!

2

U

2
e

� � 2q2�2

U

◆

a

x

+
r

2
e

�

A

0
t

U

h

0
tx

= 0 ,

h

0
tx

+
A

0
t

r

2
a

x

+
i�Ue

��

r

2
!

⇠

0 = 0 ,

⇠

00 +

✓

U

0

U

� �

0

2
+

2

r

◆

⇠

0 � i�!e

�

U

2
h

tx

+
!

2
e

�

U

2
⇠ = 0 .

(2.9)

Near boundary (r ! 1) the asymptotic solutions are

h

tx

= h

(0)
tx

+
1

r

2
h

(2)
tx

+
1

r

3
h

(3)
tx

+ · · · ,

a

x

= a

(0)
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+
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(1)
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+ · · · ,

⇠ = ⇠

(0) +
1

r

2
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1

r

3
⇠

(3) + · · · ,

(2.10)

The on-shell quadratic action in momentum space reads

S

(2)
ren =

1

2

Z

d!

2⇡

h

J

a

�!

A
ab

(!)Jb

!

+ J

a

�!

B
ab

(!)Rb

!

i

, (2.11)

where

J

a =

0

B

@

a

(0)
x

h

(0)
tx

⇠

(0)

1

C

A

, R

a =

0

B

@

a

(1)
x

h

(3)
tx

⇠

(3)

1

C

A

, A =

0

B

@

0 �n 0

0 2U (1) 0

0 0 0

1

C

A

, B =

0

B

@

1 0 0

0 �3 0

0 0 3

1

C

A

. (2.12)

Here U

(1) is the coe�cient of 1/r when U(r) is expanded near boundary and n is charge

density. The index ! in J

a and R

a are suppressed.

The remaining task for reading o↵ the retarded Green’s function is to express R

b

in terms of J

a. It can be done by the following procedure. First let us denote small

4For B 6= 0 case, the bulk fluctuations to y direction should be turned on so the number of equations of
motion are doubled too.
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where we discarded the contribution from the horizon as the prescription for the retarded

Green’s function [46]. In particular, with the spatially homogeneous ansatz (3.1)-(3.3), the

quadratic action in momentum space yields

S

(2)
ren =

V2

2

Z 1

0

d!

2⇡

⇣
�⇢ā

(0)
x h

(0)
tx � ✏h̄

(0)
tx h

(0)
tx + ā

(0)
x a

(1)
x � 3h̄(0)tx h

(3)
tx + 3⇠̄(0)⇠(3)

⌘
, (3.14)

S

(2)
ren =

V2

2

Z 1

0

d!

2⇡

⇣
�⇢ā

(0)
x h

(0)
tx � ✏h̄

(0)
tx h

(0)
tx � ⇢h̄

(0)
tx a

(0)
x + ā

(0)
x a

(1)
x

⌘
, (3.15)

where V2 is the two dimensional spatial volume
R
dxdy and we omit the term proportional

to �(1)�(2)
h

(0)
tx h

(0)
tx since we are studying the case with �(1) = 0. The range of ! is chosen

to be positive following the prescription in [46].

The on shell action (3.15) plays a role of the generating functional for two-point Green’s

functions sourced by a

(0)
x , h

(0)
tx , and ⇠

(0). We may simply read o↵ part of the two point

functions from the first two terms in (3.15). The other three terms are nontrivial and

we need to know the dependence of {a(1)x , h

(3)
tx , ⇠

(3)} on {a(0)x , h

(0)
tx , ⇠

(0)}. However, thanks

to linearity of equations (3.4)-(3.6), we can always find out the linear relation between

{a(1)x , h

(3)
tx , ⇠

(3)} and {a(0)x , h

(0)
tx , ⇠

(0)}. We will first explain our numerical method to find

such a relationship in a more general setup in the following subsection and continue the

computation in that setup.

3.2 Numerical method

A systematic numerical method for a system with multi fields and constraints were devel-

oped in [23] based on [37, 38]. We summarise it briefly and refer to [23] for more details.

To develop a systematic method in a general setup, let us start with N fields �a(x, r),

(a = 1, 2, · · · , N), which satisfy a set of coupled N independent second order di↵rential

equations:

�a(x, r) =

Z
ddk

(2⇡)d
e

�ikx
r

p�a
k(r) , (3.16)

where the index a may include components of higher spin fields. For convenience, rp is

multiplied such that the solution �a
k(r) goes to constant at boundary. For example, p = 2

in (3.2).

Near horizon(r = 1), solutions can be expanded as

�a(r) = (r � 1)⌫a± ('a + '̃

a(r � 1) + · · · ) , (3.17)

where we omitted the subscript k for simplicity and ⌫a± correspond to incoming/outgoing

boundary conditions. To compute the retarded Green’s function we choose the incoming

boundary condition [46], fixingN initial conditions. The otherN initial conditions, denoted
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Action

Background

2 AC conductivities: holographic model and method

2.1 Equilibrium state

In this section we briefly review the holographic superconductor model we study, referring

to [26, 29, 51, 52, 59] for more complete and detailed analysis. We consider the action2

S =

Z

d4x
p
�g

"

R� 2⇤� 1

4
F

2 � |D�|2 �m

2|�|2 � 1

2

2
X

I=1

(@ 
I

)2
#

, (2.1)

where x

M = {t, x, y, r} and r is the holographic direction. R is the Ricci scalar and

⇤ = �3/L2 is the cosmological constant with the AdS radius L = 1. We have included

the field strength F = dA for a U(1) gauge field A, the complex scalar field � with

mass m, two massless scalar fields,  
I

(I = 1, 2). The covariant derivative is defined by

D

M

� ⌘ r
M

� � iqA

M

� with the charge q of the complex scalar field. The action (2.1)

yields equations of motion

R

MN

� 1

2
g

MN

 

R+ 6� 1

4
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, (2.2)

r
M

F

MN = �iq(�⇤
D

N�� �DN�⇤) , (2.3)
�

D

2 �m

2
�

� = 0 , r2
 

I

= 0 , (2.4)

for which we make the following ansatz:

A = A

t

(r)dt+
1

2
B (xdy � ydx) , � = �(r) ,  

I

= (�x, �y) , (2.5)

ds2 = �U(r)e��(r)dt2 +
dr2

U(r)
+ r

2(dx2 + dy2) . (2.6)

In the gauge field, A
t

(r) encodes a finite chemical potential or charge density and B plays a

role of an external magnetic field. �(r) is dual to a superconducting phase order parameter,

condensate. Near boundary (r ! 1), � ⇠ J

�

r

3�� +
hO�i
r

� + . . . with two undetermined

coe�cients J� and
⌦

O�
↵

, which are identified with the source and condensate respectively.

The dimension � of the condensate is related to the bulk mass of the complex scalar by

m

2 = �(��3). In this paper, we take m2 = �2 and � = 2 to perform numerical analysis.

 

I

is introduced to give momentum relaxation e↵ect where � is the parameter for the

strength of momentum relaxation. For � = 0, the model becomes the original holographic

superconductor proposed by Hartnoll, Herzog, and Horowitz (HHH) [5, 6].

First, if �(r) = 0 (no condensate), the solution corresponds to a normal state and its

2The complete action includes also the Gibbons Hawking term and some boundary terms for holographic
renormalization, which are explained in [26, 29, 51, 52, 59] in more detail.
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In the gauge field, A
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(r) encodes a finite chemical potential or charge density and B plays a

role of an external magnetic field. �(r) is dual to a superconducting phase order parameter,
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, which are identified with the source and condensate respectively.

The dimension � of the condensate is related to the bulk mass of the complex scalar by
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2 = �(��3). In this paper, we take m2 = �2 and � = 2 to perform numerical analysis.
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is introduced to give momentum relaxation e↵ect where � is the parameter for the
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First, if �(r) = 0 (no condensate), the solution corresponds to a normal state and its

2The complete action includes also the Gibbons Hawking term and some boundary terms for holographic
renormalization, which are explained in [26, 29, 51, 52, 59] in more detail.
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2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm
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In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
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where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.7)
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Fluctuations

+
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⇢s(T = 0) = C�DC(Tc)Tc

Homes’ law

�(!) ⇠ i
⇢s
!

�DC = �(! = 0)

[KYK, Kim, Park: 1501.00446]



Numerical method for multi fields
where we discarded the contribution from the horizon as the prescription for the retarded

Green’s function [46]. In particular, with the spatially homogeneous ansatz (3.1)-(3.3), the

quadratic action in momentum space yields
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where V2 is the two dimensional spatial volume
R
dxdy and we omit the term proportional

to �(1)�(2)
h

(0)
tx h

(0)
tx since we are studying the case with �(1) = 0. The range of ! is chosen

to be positive following the prescription in [46].

The on shell action (3.15) plays a role of the generating functional for two-point Green’s

functions sourced by a

(0)
x , h

(0)
tx , and ⇠

(0). We may simply read o↵ part of the two point

functions from the first two terms in (3.15). The other three terms are nontrivial and

we need to know the dependence of {a(1)x , h

(3)
tx , ⇠

(3)} on {a(0)x , h

(0)
tx , ⇠

(0)}. However, thanks

to linearity of equations (3.4)-(3.6), we can always find out the linear relation between

{a(1)x , h

(3)
tx , ⇠

(3)} and {a(0)x , h

(0)
tx , ⇠

(0)}. We will first explain our numerical method to find

such a relationship in a more general setup in the following subsection and continue the

computation in that setup.

3.2 Numerical method

A systematic numerical method for a system with multi fields and constraints were devel-

oped in [23] based on [37, 38]. We summarise it briefly and refer to [23] for more details.

To develop a systematic method in a general setup, let us start with N fields �a(x, r),

(a = 1, 2, · · · , N), which satisfy a set of coupled N independent second order di↵rential

equations:

�a(x, r) =

Z
ddk

(2⇡)d
e

�ikx
r

p�a
k(r) , (3.16)

where the index a may include components of higher spin fields. For convenience, rp is

multiplied such that the solution �a
k(r) goes to constant at boundary. For example, p = 2

in (3.2).

Near horizon(r = 1), solutions can be expanded as

�a(r) = (r � 1)⌫a± ('a + '̃

a(r � 1) + · · · ) , (3.17)

where we omitted the subscript k for simplicity and ⌫a± correspond to incoming/outgoing

boundary conditions. To compute the retarded Green’s function we choose the incoming

boundary condition [46], fixingN initial conditions. The otherN initial conditions, denoted

– 17 –

Near horizon(r = 1), solutions can be expanded as

�a(r) = (r � 1)⌫a± ('a + '̃

a(r � 1) + · · · ) , (3.20)

where we omitted the subscript k for simplicity and ⌫a± correspond to incoming/outgoing

boundary conditions. To compute the retarded Green’s function we choose the incoming

boundary condition [46], fixingN initial conditions. The otherN initial conditions, denoted

by '

a
i , (i = 1, 2, · · · , N), can be chosen, for example, as

⇣
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a
1 '

a
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a
3 . . . '

a
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1 1 1 . . . 1

1 �1 1 . . . 1

1 1 �1 . . . 1
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Every column vector 'a
i yields a solution, denoted by �a

i (r), which is expanded as

�a
i (r) ! Sai + · · ·+ Oa

i

r

�
a

+ · · · (near boundary) , (3.22)

where Sai are the sources(leading terms) of i-th solution and Oa
i are the operator expectation

values corresponding to sources(�a � 1). Notice that S and O can be written as regular

matrices of order N , where the superscript a runs for row index and the subscript i runs

for column index.

Since all N solutions {�a
i } becomes a basis set, a general solution yields

�a(r) = �a
i (r)c

i ! Sai ci + · · ·+ Oa
i c

i
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+ · · · (near boundary) (3.23)
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with real constants ci’s. For any given J

a we can always find c
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a
, (3.25)

and the corresponding response R

a is expressed as
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i (S�1)ibJ

b
. (3.26)

A general on-shell quadratic action in momentum space has the form of
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 How to compute Ma
b

are derived from (2.4)-(2.7):

a
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◆
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�
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G
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0
tx = 0 , (3.4)
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0
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i�Ge��
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2
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0 = 0 , (3.5)
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2
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�
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where G, �,At,� are background field obtained in the previous section. For normal phase

we have the analytic solutions ((2.26)-(2.30)) but for superconducting phase we have it

numerically.

We solve these equations with two boundary conditions: incoming boundary conditions

at the black hole horizon and the Dirichlet boundary conditions at the boundary. First,

near the black hole horizon (r ! 1) the solutions are expanded as

htx = (r � 1)⌫±+1
⇣
h

(I)
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(II)
tx (r � 1) + · · ·

⌘
, (3.7)
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⌘
, (3.8)
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(II)(r � 1) + · · ·
⌘
, (3.9)

where ⌫± = ±i!

e�(1)/2

�G0(1)
and the incoming boundary condition corresponds to ⌫ = ⌫+. Next,

near the boundary (r ! 1) the asymptotic solutions read
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1
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1
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3
⇠

(3) + · · · , (3.12)

and we fix the values of the leading terms as boundary conditions.

Plugging the solutions into the renormalized action (2.42), we have a quadratic order

on-shell action
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(3.13)

where we discarded the contribution from the horizon as the prescription for the retarded
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ex) one field case: 

[Kaminski, Landsteiner, Mas, Shock, Tarrio: 2009] 
[KYK, Kim, Sin, Seo: 2014)] 
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where the index ! is suppressed. With (3.26) the action (3.27) becomes
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(3.29)

where the range of ! is chosen to be positive following the prescription in [46]. See also

[29] for a careful derivation of the gauge invariant Green’s function matrix. Notice that for

one field case without mass term, this is the well known structure of the retarded Green’s

function: A = 0 and G

R ⇠ O/S.
In summary, to compute the retarded Green’s function. We need four square matrices

of order N(the number of fields): A,B, S,O. A and B can be read o↵ from the action (3.27),

after taking care of all divergences by counter terms. To construct regular matrices, S and

O, we solve a set of di↵erential equations N times with independent initial conditions. The

retarded Green’s function is schematically A + B · O · S�1. There is one subtlety in our

procedure.

For our equations there is one subtlety caused by a symmetry of the system. Solving

the equations near horizon with the expansions (3.10)-(3.12) we find that only two of a(I)x ,

�

(I), and h

(I)
tx are free. Therefore, we cannot make a complete basis to construct a general

J

a. It is due to the gauge fixing grx = 0. However, it turns out that there is a residual

gauge transformation keeping grx = 0, which is generated by the vector field ⇠

µ of which

non-vanishing component is ⇠x = ✏e

�i!t. So we may add a constant vector (Sa0) along the

residual gauge orbit.

Sa0 = (0, 1, i�/!)T , (3.30)

since L⇠gtx = �i!r

2
⇠

x and L⇠' = �⇠

x. Notice that Sa0 satisfies the equations of motion

(2.7)-(2.10), since the residual gauge transformation leaves the linearised equation of motion

invariant. Therefore, our procedure is equivalent to formally adding a constant ‘solutions’

of the equations to the solution set {Sai }.
With the matrices S and O, which is numerically computed, we may construct a 3⇥ 3

matrix of the retarded Green’s function. We will focus on the 2⇥2 submatrix corresponding

to a

(0)
x and h

(0)
tx in (3.13). Siince a

(0)
x is dual to U(1) current Jx and h

(0)
tx is dual to energy-

momentum tensor Ttx  
G11 G12
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!
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J
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where A and B are regular matrices of order N . In matrix notation, Ja
�k can be understood

as a row matrix. For example, the action (3.18) can be written in the form (3.29) with

with
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where the index ! is suppressed. With (3.26) the action (3.29) becomes

S
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(3.31)

where the range of ! is chosen to be positive following the prescription in [46]. See also

[29] for a careful derivation of the gauge invariant Green’s function matrix. Notice that for

one field case without mass term, this is the well known structure of the retarded Green’s

function: A = 0 and G

R ⇠ O/S.
In summary, to compute the retarded Green’s function. We need four square matrices

of order N(the number of fields): A,B, S,O. A and B can be read o↵ from the action (3.29),

after taking care of all divergences by counter terms. To construct regular matrices, S and

O, we solve a set of di↵erential equations N times with independent initial conditions. The

retarded Green’s function is schematically A + B · O · S�1. There is one subtlety in our

procedure.

For our equations there is one subtlety caused by a symmetry of the system. Solving

the equations near horizon with the expansions (3.10)-(3.12) we find that only two of a(I)x ,

�

(I), and h

(I)
tx are free. Therefore, we cannot make a complete basis to construct a general

J

a. It is due to the gauge fixing grx = 0. However, it turns out that there is a residual

gauge transformation keeping grx = 0, which is generated by the vector field ⇠

µ of which

non-vanishing component is ⇠x = ✏e

�i!t. So we may add a constant vector (Sa0) along the

residual gauge orbit.

Sa0 = (0, 1, i�/!)T , (3.32)

since L⇠gtx = �i!r

2
⇠

x and L⇠' = �⇠

x. Notice that Sa0 satisfies the equations of motion

(2.7)-(2.10), since the residual gauge transformation leaves the linearised equation of motion

invariant. Therefore, our procedure is equivalent to formally adding a constant ‘solutions’

of the equations to the solution set {Sai }.
With the matrices S and O, which is numerically computed, we may construct a 3⇥ 3

matrix of the retarded Green’s function. We will focus on the 2⇥2 submatrix corresponding

to a

(0)
x and h

(0)
tx in (3.13). Siince a

(0)
x is dual to U(1) current Jx and h

(0)
tx is dual to energy-
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where A and B are regular matrices of order N . In matrix notation, Ja
�k can be understood

as a row matrix. For example, the action (3.18) can be written in the form (3.31) with

with
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where the index ! is suppressed. With (3.26) the action (3.31) becomes

S
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(3.33)

where the range of ! is chosen to be positive following the prescription in [46]. See also

[29] for a careful derivation of the gauge invariant Green’s function matrix. Notice that for

one field case without mass term, this is the well known structure of the retarded Green’s

function: A = 0 and G

R ⇠ O/S.
In summary, to compute the retarded Green’s function. We need four square matrices

of order N(the number of fields): A,B, S,O. A and B can be read o↵ from the action (3.31),

after taking care of all divergences by counter terms. To construct regular matrices, S and

O, we solve a set of di↵erential equations N times with independent initial conditions. The

retarded Green’s function is schematically A + B · O · S�1. There is one subtlety in our

procedure.

For our equations there is one subtlety caused by a symmetry of the system. Solving

the equations near horizon with the expansions (3.10)-(3.12) we find that only two of a(I)x ,

�

(I), and h

(I)
tx are free. Therefore, we cannot make a complete basis to construct a general

J

a. It is due to the gauge fixing grx = 0. However, it turns out that there is a residual

gauge transformation keeping grx = 0, which is generated by the vector field ⇠

µ of which

non-vanishing component is ⇠x = ✏e

�i!t. So we may add a constant vector (Sa0) along the

residual gauge orbit.

Sa0 = (0, 1, i�/!)T , (3.34)

since L⇠gtx = �i!r

2
⇠

x and L⇠' = �⇠

x. Notice that Sa0 satisfies the equations of motion

(2.7)-(2.10), since the residual gauge transformation leaves the linearised equation of motion

invariant. Therefore, our procedure is equivalent to formally adding a constant ‘solutions’

of the equations to the solution set {Sai }.
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Figure 2. Electric conductivity with momentum relaxation
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Entrance: Four quick Digressions
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Digression1: thermoelectric conductivities and DC limits
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(a) Re �. A delta function at ! = 0 for
� = 0 is not drawn. The red dots at ! = 0
are the analytic DC values (4.15).
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(b) Im �. There is a 1/! pole for � = 0
corresponding to a delta function in (a)

Figure 2. Electric conductivity � with momentum relaxation at fixed µ/T = 6. For larger � the
Drude-like peak at small ! becomes broader.
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Figure 3. Electric conductivity � with momentum relaxation at fixe �/T = 3. By comparing
with Figure 1 we may also see how � changes conductivity curves since all parameters are the same
except �.

fluctuation the Ward identity (2.13) is

@
t

h�p
x

i = �h�Oi+ hJ ti�E
x

. (4.16)

Comparing with the Drude model

dp

dt
= �1

⌧
p+ qE . (4.17)

We see that, if h�Oi is proportional to �h�p
x

i without any parameter dependence, it is

possible to have a Drude peak ⌧ ⇠ 1/�. Since, however, in our case h�Oi may depend on

� and µ, we would not expect such a simple relation in general. (comment: Indeed we will

show later h�Oi ⇠ ��

µ

h�p
x

i or h�Oi ⇠ � �

T

h�p
x

i numerically in certain limit. See (4.27)

and (4.28).) Furthermore, a peak may be di↵erent from the Drude form in the regime of

strong coupling. (comment: However, If we break translation symmetry weakly, then we

have Drude.(Check Hartnoll’s umklapp paper))

With these warnings in mind, as an e↵ective simple model of peak, let us consider the
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Figure 1. Electric conductivity without momentum relaxation

Not a general configuration but a specific one: no k-dependence.
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DC result: 
Andrade, Withers  
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[KYK, Kim, 
 Sin, Seo: 1409.8346] 
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Figure 7. Approximate scaling behaviour (�/r0 = 1.5)

slopes are �1. This scaling can be understood as a tail of Drude form, because in this

regime the Drude form is dominant as shown in Figure 2 and 5. As � increases the scaling

of Drude tail becomes weaken (Figure 6(b)) and disappears at bigger !(Figure 6(c))).

Now we want to investigate if there is a modified scaling law motivated by previous

holographic models [4, 5, 7, 10].

� =

✓
B

!�

+ C

◆
ei

⇡

2 �̃ , (4.30)

where B and C are constants and �̃ may be di↵erent from �. We find that the Figure 6(c)

can be approximately fitted by a modified scaling law, with � ⇡ 0.24

� =

✓
K

(!/µ)�
+ �

DC

◆
ei⇡� , (4.31)

which is shown in Figure 7. Interestingly, in this case, the constants B and C in (4.30)

are fixed by analytic K and �
DC

, while in other models, they are numerically determined.

However, this approximate scaling behaviour seems not very robust under change of pa-

rameters.

4.2 Thermoelectric and thermal conductivity

Finally we plot the thermoelectric(↵) and thermal(̄) conductivity in Figure 8. Qualitative

feature is similar to electric conductivity. The red dots at ! = 0 is the DC conductivities

analytically computed in [26]

↵ =
4⇡µ

�2
r0 ,

̄

T
=

(4⇡)2

�2
r20 , (4.32)

At large ! it can be shown from Ward identity (comment: cite our future paper)

↵ ! �µ

T
,

̄

T
! µ2 + �2

T 2
(4.33)
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Figure 7. Approximate scaling behaviour (�/r0 = 1.5)

slopes are �1. This scaling can be understood as a tail of Drude form, because in this

regime the Drude form is dominant as shown in Figure 2 and 5. As � increases the scaling

of Drude tail becomes weaken (Figure 6(b)) and disappears at bigger !(Figure 6(c))).

Now we want to investigate if there is a modified scaling law motivated by previous

holographic models [4, 5, 7, 10].

� =

✓
B

!�

+ C

◆
ei

⇡

2 �̃ , (4.30)

where B and C are constants and �̃ may be di↵erent from �. We find that the Figure 6(c)

can be approximately fitted by a modified scaling law, with � ⇡ 0.24

� =

✓
K

(!/µ)�
+ �

DC

◆
ei⇡� , (4.31)

which is shown in Figure 7. Interestingly, in this case, the constants B and C in (4.30)

are fixed by analytic K and �
DC

, while in other models, they are numerically determined.

However, this approximate scaling behaviour seems not very robust under change of pa-

rameters.

4.2 Thermoelectric and thermal conductivity

Finally we plot the thermoelectric(↵) and thermal(̄) conductivity in Figure 8. Qualitative

feature is similar to electric conductivity. The red dots at ! = 0 is the DC conductivities

analytically computed in [26]

↵ =
4⇡µ

�2
r0 ,

̄

T
=

(4⇡)2

�2
r20 , (4.32)

At large ! it can be shown from Ward identity (comment: cite our future paper)

↵ ! �µ

T
,

̄

T
! µ2 + �2

T 2
(4.33)
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Electric conductivity

Thermoelectric conductivity Thermal conductivity



If we turn on a finite �, a delta function of dotted curve(� = 0) at ! = 0 in the real

part, which is inferred from 1/! pole in the imaginary part by Kramers-Kronig relation,

becomes a smooth peak with a finite width. At the same time 1/! pole in the imaginary

part disappears. As � increases, the width of the peak in real part increases while the

maximum value of the peak (DC conductivities) decreases. In this variation, we checked

that the area of the real part of the conductivity does not change numerically. The area

di↵erence from � = 0 curve is given by K

2⇡ , which agrees to the area of the delta function

inferred from the imaginary part of the conductivity. This is an example of a sum rule and

we have confirmed it for various parameters. Numerical DC conductivities agree to the

analytic result (2.29)

� = 1 +
µ2

�2
, (4.16)

which are shown as the red dots at ! = 0 in Figure 2(a).

Figure 3 shows the e↵ect of µ at fixed �. As µ increases, DC conductivity also increases,

which is expected since there are more charge carriers. For bigger µ there is a deeper valley

at intermediate ! regime. This may be expected from Figure 1 where a bigger µ gives a

lower value of conductivity at small ! regime.

There are two issues on finite frequency regime: one is Drude-like peaks at small

frequency and the other is possible scaling laws at intermediate frequency regime. Let

us start with an analysis at small frequencies. The peaks at small ! in Figure 2(a) and

3(a) look similar to Drude peaks qualitatively. For a very small � ⌧ µ, the translation

symmetry is broken weakly and we expect to have a Drude form according to [30]. For

large values of � it is possible that the peak is not the standard Drude from. As one way

to see how much these peaks can resemble the Drude model, Let us examine the Ward

identity. At the level of fluctuation the Ward identity (2.13) is

@
t

h�p
x

i = �h�Oi+ hJ ti�E
x

. (4.17)

Comparing with the Drude model

dp

dt
= �1

⌧
p+ qE . (4.18)

We see that, if h�Oi is proportional to �h�p
x

i, a Drude-like peak may appear [29]. Further-

more, if h�Oi is independent of parameters(µ, T, �), the scattering time will be inversely

proportional to �. i.e. ⌧ ⇠ 1/�. In our case, for � ⌧ µ, it turns out that h�Oi ⇠ ��

µ

h�p
x

i,
which will be discussed in (4.26), while, for � > µ, a peak is di↵erent from the Drude form,

implying h�Oi is not proportional to �h�p
x

i. (see Figure 5 and related discussion).

As a model of peak, let us consider a modified Drude form shifted by �
Q

�(!) =
K⌧

1� i!⌧
+ �

Q

(4.19)

where �
Q

is added to take into account the conductivity near 0 frequency at � = 0. Since

our model is based on AdS-RN black brane solution, there will be a contribution from pair
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Figure 5. We compare numerical data(blue dotted lines) with a Drude model(red solid
curves)(4.19) of which parameters are fixed analytically in (4.20) and (4.23). µ/T = 4. When
�/µ  1/2 the numerical data agree well to the Drude model. The transition to incoherent metal
is around �/µ ⇠ 1/2.

The expression (4.24) is not very illuminating so we make a plot of the relaxation time

as a function of µ/T and �/T in Figure 4. The plot is meaningful only for the regime

� < µ because it turns out that the Drude model (4.19) works well for that regime(See

Figure 5 and related discussion). There is a tendency that a smaller � and larger µ make

the relaxation time longer, which is compatible with the interpretation of � as an impurity

e↵ect. For T ⌧ � ⌧ µ, ‘clean limit’(small impurity) at low temperature, the relaxation

time (4.24) yields

⌧ ⇡ 2
p
3
µ

�2
. (4.26)

To check the validity of our analytic expression of the Drude model (4.19) with pa-

rameters (4.20) and (4.24), we have made numerical plots for a wide range of parameters

and compared with (4.19). Figure 5(a,d) and (c,f) are examples showing a good agreement

of numerical data to (4.19) and deviation from (4.19) respectively.14 Blue dotted lines are

numerical data and red solid curves are the analytic expression (4.19). In Figure 5 (c,f) if

we find parameters K,�
Q

, ⌧ by numerical fitting instead of using analytic expressions, the

fitting curve is slightly improved, but it is still deviated from (4.19). In these examples,

when �/µ  1/2 the numerical data agree well to the Drude model. In general, for small

�/µ, numerical data agrees well to a modified Drude model (4.19) while for large �/µ the

peak is not a Drude form. It is a concrete realisation of coherent/incoherent transition

14Similar plots were obtained independently by Blaise Goutéraux and Richard Davison and presented at
the workshop, “Holographic methods and application”, Iceland, August, 2014.
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Sum rule works!

Figure 6. The numerical errors of the FGT sum rule. FGT is defined in (3.34). Data for �
µ = 0.1,

�
µ = 1, and �

µ = 1 are plotted as square, circle, and triangle respectively, and colors indicates the
temperatures with the same colors in Figure 4.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.32)

where !̄ ⌘ !/µ and Ks and Kn are supposed to be proportional to the superfluid density

and normal fluid density. For �/µ = 1 the formula (3.32) does not work and the data(red,

orange, green) better fit to

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

+K0 , (3.33)

which is shown in Figure 5(b). K0 is related to pair creation and it was necessary also in

metal phase. The existence of K0 is most apparent in Figure 4(c), where µ = Kn = 0.

Indeed (3.32) is understood as an approximation of (3.33) when K0 is negligible compared

to Kn⌧ . If � > µ, it was shown that the coherent metal phase becomes incoherent, where

the Drude peak becomes a non-Drude peak [23]. Therefore it is expected that, If � > µ,

(3.33) does not work in superconductor phase either. Indeed we see this is the case. When

� = µ: the fit of Figure 5 (b) is not as good as (a) and starts deviating from (3.33) As

temperature is lowered Kn and K0 is reduced while Ks is enhanced. K0 becomes zero at

low temperature (green and blue line in Figure 4(c)), but it is possible that Kn is finite

even at zero T [13, 31, 32].

As temperature goes down (T < Tc) the spectral weight of Re[�] is reduced while Ks

of Im[�] is enhanced. This transfer of the spectral weight to Ks may be quantified by the

Ferrell-Glover-Tinkham (FGT) sum rule:

FGT ⌘
Z 1

0+
d!Re[�n(!)� �s(!)]�

⇡

2
Ks = 0 , (3.34)

where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.34)
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Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)

– 21 –

T/Tc = 3.2

T/Tc = 1

T/Tc = 0.89

T/Tc = 0.66

T/Tc = 0.27



28

Digression3: FGT sum rule

Sum rule works!
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Figure 6. The numerical errors of the FGT sum rule. FGT is defined in (3.34). Data for �
µ = 0.1,

�
µ = 1, and �

µ = 1 are plotted as square, circle, and triangle respectively, and colors indicates the
temperatures with the same colors in Figure 4.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)
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Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.32)

where !̄ ⌘ !/µ and Ks and Kn are supposed to be proportional to the superfluid density

and normal fluid density. For �/µ = 1 the formula (3.32) does not work and the data(red,

orange, green) better fit to

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

+K0 , (3.33)

which is shown in Figure 5(b). K0 is related to pair creation and it was necessary also in

metal phase. The existence of K0 is most apparent in Figure 4(c), where µ = Kn = 0.

Indeed (3.32) is understood as an approximation of (3.33) when K0 is negligible compared

to Kn⌧ . If � > µ, it was shown that the coherent metal phase becomes incoherent, where

the Drude peak becomes a non-Drude peak [23]. Therefore it is expected that, If � > µ,

(3.33) does not work in superconductor phase either. Indeed we see this is the case. When

� = µ: the fit of Figure 5 (b) is not as good as (a) and starts deviating from (3.33) As

temperature is lowered Kn and K0 is reduced while Ks is enhanced. K0 becomes zero at

low temperature (green and blue line in Figure 4(c)), but it is possible that Kn is finite

even at zero T [13, 31, 32].

As temperature goes down (T < Tc) the spectral weight of Re[�] is reduced while Ks

of Im[�] is enhanced. This transfer of the spectral weight to Ks may be quantified by the

Ferrell-Glover-Tinkham (FGT) sum rule:

FGT ⌘
Z 1

0+
d!Re[�n(!)� �s(!)]�

⇡

2
Ks = 0 , (3.34)

where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.34)
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to Kn⌧ . If � > µ, it was shown that the coherent metal phase becomes incoherent, where

the Drude peak becomes a non-Drude peak [23]. Therefore it is expected that, If � > µ,
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low temperature (green and blue line in Figure 4(c)), but it is possible that Kn is finite

even at zero T [13, 31, 32].
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where �s(�n) is the conductivity at T < Tc(T > Tc). �n can be taken for any temperature

for T > Tc since the spectral weight is constant in metal phase [23]. We computed (3.34)
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Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)
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, (3.41)
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Figure 7. Confirmation of Ward identities. The left hand side of (4.56)-(4.58) is plotted for the
temperatures shown in Fig.6 all together. They are almost zero, less than 10�15.

5 Homes’ law and Uemura’s law

We first analyse small ! behaviours of the two-point correlation functions based on our

numerical results and Ward Identities both in superconducting and normal phase. After

identifying superfluid density and normal component density in the two fluid model of

superconductor we check Homes’ law and Uemura’s law.

5.1 Conductivities at small !

For � = 0, the Ward identities (4.56)-(4.58) become simplified

Re[↵] = �µ

T

Re[�] , Re[̄] = �µRe[↵] ,

Im[↵] +
µ

T

Im[�] =
n

!T

, Im[̄] + µIm[↵] =
✏

0 � µn

!T

.

(5.1)

This relation was reported in [2] for normal phase and here we have shown it still holds

for superconducting phase. By these relations, once � is obtained, ↵ and ̄ are completely

determined. In both normal and superconducting phase, Im[�] turns out to have 1/! pole

by numerical computation so Re[�] is infinite by the Kramers-Kronig relation [2, 6, 29].

Therefore, by (5.1), Re[↵] and Re[̄] are also infinite and Im[↵] and Im[̄] have 1/! poles.

In normal phase it is due to the absence of momentum relaxation and in superconducting

phase there is another contribution due to condensate.
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Figure 6. hJSi, hQSi, hSSi for µ/� = 1 at T/Tc = 3.2, 1, 0.89, 0.66, 0.27 (dotted, red, orange,
green, blue).

we obtain the relations between the conductivities:

Ward 4 : ↵+
µ

T

� � i

n

!T

+ �

hJSi
!

2
T

= 0 , (4.56)

Ward 5 : ̄+ 2µ↵+
µ

2
�

T

� i

✏

0

!T

+ �

hQSi
!

2
T

+ �

µ hJSi
!

2
T

= 0 , (4.57)

Ward 6 : hST i+ i�

hSSi
!

= 0 , (4.58)

where ̄ is redefined as (4.47) to subtract a counter term and ✏

0 = ✏+ hTT i
!=0. In normal

phase, hTT i
!=0 = �✏ and ✏/2 for � = 0 and � 6= 0 respectively. In superconducting phase

for � = 0, hTT i
!=0 = �✏.

4.2 Numerical confirmation: holography

In the previous subsection we have derived the Ward identities for two-point functions

from field theory perspective. Here we show that those Ward identities indeed hold in

our holographic model studied in [29, 44, 52]. More concretely, our goal is to compute

�, ↵, ̄, hJSi, hQSi, hSSi numerically and plug them into the Ward identities (4.44)-(4.45)

and (4.56)-(4.58) to check if they add up to zero or not.

For B = 0, the conductivities �, ↵, ̄ were reported in [52] and reproduced in Figure

2. Here in Figure 6 we display the other two-point correlation functions related to the

real scalar operator, hJSi, hQSi, and hSSi. Contrary to Figure 2 there is no divergence

at ! = 0, which is also shown in their small ! expressions (5.10)-(5.12). By using the

data in Figure 2 and 6 we numerically compute the left hand side of three Ward identities

(4.56)-(4.58). The numerical sums for all considered temperatures are shown together in

Figure 7. All of them vanish(< 10�15), confirming analytic formulas. We have also checked

three other cases: 1) B = 0 and �/µ = 0.1, 2) B = 0 and µ = 0, 3) B 6= 0. It turned

out that all numerical sums vanish too. For completeness, we show the numerical data for

these three cases in the appendix A.
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Figure 6. hJSi, hQSi, hSSi for µ/� = 1 at T/Tc = 3.2, 1, 0.89, 0.66, 0.27 (dotted, red, orange,
green, blue).
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real scalar operator, hJSi, hQSi, and hSSi. Contrary to Figure 2 there is no divergence

at ! = 0, which is also shown in their small ! expressions (5.10)-(5.12). By using the

data in Figure 2 and 6 we numerically compute the left hand side of three Ward identities
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out that all numerical sums vanish too. For completeness, we show the numerical data for

these three cases in the appendix A.
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Figure 2. AC electric conductivity(�(!)), thermoelectric conductivity(↵(!)), and thermal
conductivity(̄(!)) for �/µ = 1 and q = 3 at di↵erent temperatures: T/Tc = 3.2, 1, 0.89, 0.66, 0.27
(dotted, red, orange,green, blue). Top is the real part and bottom is the imaginary part of conduc-
tivities.

mass of � defined by m

2
e↵ ⌘ m

2 � q

2|gtt|A2
t

can be compared with the Breitenlohner-

Freedman (BF) bound. The BF bound for AdS
d+1 is �d

2

4 ⌘ m

2
BF. The e↵ective mass

m

2
e↵ may be su�ciently negative near the horizon to destabilize the scalar field since |gtt|

becomes bigger at low temperature6. Based on this argument one may expect that when

q = 0 the instability would turn o↵. However, it turns out that a Reissner-Nordstrom AdS

black hole may still be unstable to forming neutral scalar hair, if m2 is a little bit bigger

than the BF bound for AdS4. It can be understood by the near horizon geometry of an

extremal Reissner-Nordstrom AdS black hole. It is AdS2⇥ R2 so scalars above the BF

bound for AdS4 may be below the bound for AdS2. These two instability conditions can

be summrized by one ineqaulity [44]

m

2
e↵ =

2

4

m

2 � 2q2

1 + �

2

µ

2

3

5

2

4

1

6

0

@1 +

�

2

µ

2

1 + �

2

µ

2

1

A

3

5

< �1

4
= m

2
BF , (3.1)

which reproduces the result for � = 0 in [2]

m

2
e↵ =

�

m

2 � 2q2
�

✓

1

6

◆

< �1

4
= m

2
BF . (3.2)

Here, we see m

2
e↵ can be below the BF bound when q = 0.

However, it was discussed in [6, 7] that the instability to forming neutral scalar hair for

q = 0 is not associated with superconductivity because it does not break a U(1) symmetry,

but at most breaks a Z2 symmetry � ! ��. Therefore, it would be interesting to see if the

DC conductivity is infinite or not in the background with a neutral scalar hair.7 Without

6As the temperature of a charged black hole is decreased, g
tt

develops a double zero at the horizon.
7We thank Sang-Jin Sin for suggesting this.
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Homes’ law and Uemura’s law

⇢s(T = 0) = C�DC(Tc)Tc

⇢s(T = 0) = BTc
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= 1.52, 1,
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(b) �/µ = 1, T/T
c

= 3.2, 1, 0.89,
0.66, 0.27 (dotted, red, orange,

green, blue)

(c) �/µ ! 1(µ = 0), T/T
c

=

13.2, 3.5, 1, 0.95, 0.7, 0.4, 0.25
(dashed, dotted, red, orange,

green, blue, purple)

Figure 4. Electric conductivity(�) for three cases �/µ = 0.1, 1 and 1(or µ = 0)

(a) �/µ = 0.1. Data points and fitting curves (3.41)

The purple line fits well too.

(b) �/µ = 1. Data points and fitting curves (3.42)

Figure 5. Near ! = 0 of Figure 4(a) and (b). T/Tc = the same color as Figure 4. Dots are the
same data in Figure 4 and solid lines are Drude-like fits.

One common important feature in Figure 4 is the appearance of 1/! pole in Im[�]

below the critical temperature, while the disappearance of 1/! pole above the critical

temperature. By the Kramers-Kronig relation, 1/! pole in Im[�] implies the delta function

at ! = 0 in Re[�]. Therefore, in normal phase the DC conductivity is finite due to

momentum relaxation and in superconducting phase the DC conductivity is infinite, which

is one of the hallmarks of superconductor.

Roughly at T/Tc > 0.5, in addition to the delta function at ! = 0, there is still a finite

value of DC Re[�] in superconducting phase. It may be interpreted as a contribution from

normal components in superconducting phase, implying a two-fluid model. For small !

there is a Drude-like peak in some cases in (a) and (b) of Figure 4. For smaller �/µ or

at higher temperature, the peak becomes sharper. For the sake of comparison we used a

similar scales in (a),(b) and (c) of Figure 4, which hides the structure of (a) near ! = 0.

Therefore we zoom in Figure 4(a) in Figure 5(a). The data points well fit to the formula

(solid lines)

�(!̄) = i

Ks

!̄

+
Kn⌧

1� i!̄⌧

, (3.41)
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T/Tc = 3.2

T/Tc = 1

T/Tc = 0.89

T/Tc = 0.66

T/Tc = 0.27

�(!) ⇠ i
⇢s
!

�DC = �(! = 0)

(a) � = 2, q = 3 (b) � = 2, q = 2 (c) � = 4, q = 3

(d) plot (a) and (b) together (e) plot (c) extended to ��

Figure 2. Phase diagrams for point (a),(b), and (c) in Figure 1. The meshed surface is the phase
boundary at the critical temperature. Dark region below the surface is superconducting phase while
region above the surface is normal phase.

consider the condensate of the operator of dimension two, hO(2)i. See (2.20). We may

choose the di↵erent boundary condition, �(2) = 0, but we will not deal with the case in

this paper. At high temperature we obtain only one solution, which agrees to an analytic

solution of normal state (2.26)-(2.30). At low temperature we find another solution with

� 6= 0(superconducting phase) in addition to a normal state solution (2.26)-(2.30). In this

case it turns out that the superconducting solution always has a lower grand potential and

becomes a ground state. The phase transition is continuous at a critical temperature(Tc).

Figure 2 shows typical examples of phase diagrams for three points (a),(b), and (c) in

Figure 1(b).

Let us start with the point (a) and (b) in Figure 1(b). They are always in supercon-

ducting phase for all � and µ at zero temperature. As temperature increases we expect that

the system undergoes a phase transition from superconducting phase to normal phase. Our

numerical analysis confirms it and the phase diagram is shown in Figure 2(a)(b), where the

meshed surface is the phase boundary at the critical temperature. Dark region below the

surface is superconducting phase while region above the surface is normal phase. Figure

2(a)(b) focuses on the phase structure for small �. In Figure 2(d) we extend � axis of

Figure 2(a)(b) to larger values and combine them for comparison, where Figure 2(a) is red.

The red mesh is above the black mesh, which means that a large q enhances superconduc-

tivity, as at the zero temperature in Figure 1. However, the phase transition line coincides

at µ = 0, because the e↵ect of q enters in the combination of qµ as shown in (2.35).

Notice that the superconducting phase exists even when µ = 0. In the HHH model [6]

the phase transition is understood as a competition between µ and T and in this case it is

– 11 –
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Figure 10. Checking Uemura’s law. Uemura’s law holds in coherent regime (red dots: µ/� =
2, 3, 5, 7, 10, 15, 20) while it does not hold in incoherent regime (blue dots: µ/� = 0.3, 0.4, 0.5, 0.7, 1).
In (a) the black line is drawn for B ⇠ 5.47, and in (b) the black lines are drawn for B ⇠
6.87, 5.47, 4.64 for q = 2, 3, 6 respectively.
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Figure 11. Checking Homes’ law. Homes’ law does not hold. The blue dots are for incoherent
regime (µ/� = 0.3, 0.4, 0.5, 0.7, 1) and the red dots are for coherent regime (µ/� = 2, 3, 5, 7, 10). In
(a) the data for C do not align on a constant value and in (b) the data do not yield a linear relation.

in both coherent regime (red dots) and incoherent regime (blue dots). In Figure 11(a),

for large µ/�, C(= ⇢̃

s

/(�
DC

T̃

c

)) approaches to a constant value, but it is zero. It simply

means that �

DC

goes to infinite as momentum relaxation goes to zero. Figure 11(b) is

another representation, a plot of ⇢̃
s

versus �

DC

T̃

c

, where it is also clear that there is no

linear relation between between ⇢̃

s

and �

DC

T̃

c

. For di↵erent values of q, we considered

q = 2 and q = 6 and obtained figures qualitatively similar to Figure 11, so Homes’ law

seems not satisfied for di↵erent values of q either.
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Helical lattice case
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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Figure 16. The nature of the zero-temperature ground state from the finite temperature conduc-
tivity. The surprise is that for fixed helix amplitude � the system transitions from an insulating to
a metallic and then back to an insulating phase. For p/µ ⌧ 1 and �/µ ⌧ 1, we expect a metallic
phase designated by the shaded green area due to the fact that momentum relaxation is removed
in the limit where either of these parameters vanishes. This part of the metallic phase could not
be distinguished from the insulating phase since we are using very coarse measure to determine
the nature of the ground state i.e. a qualitative measure of the conductivity. The thick blue line
denotes the location of the minimal critical temperature Tmin

c extracted from Figure 5. In the case
 = 0, shown in the left panel, this minimum tracks qualitatively the metallic phase inferred from
the conductivity, whereas for  =

1/
p
2 the minimal critical temperature Tmin

c is invariant under
changes in p/µ and �/µ. Note that at high values for �/µ the critical temperature is very low and
thus our numerical code cannot reach Tmin

c anymore. Homes’ relation holds in the region marked
by the white dashed box.

nicely stable, indicating that it is the true ground state [26]. The insulating IR geometry is
indeed unstable towards superconductivity, but curiously not for the mass of the scalar field
considered here. We suspect, however, that in this case the superconducting IR geometry,
is still the thermodynamically preferred ground state, i.e. the state of lowest free energy.
The insulating but not superconducting geometry of [26] is hence dynamically stable, but
thermodynamically unstable. This would indicate that they are separated by a first order
transition. We will support this claim by an analysis of the thermodynamics and transport
at zero temperature in a forthcoming work [37].

5.2 Transport

In our system, the linear momentum relaxation introduced by the Bianchi VII
0

structure of
the geometry allows us to reliably analyse the physics behind the low-frequency transport
properties of our system. Our computation reveals that the superconducting system is well
described by a two-fluid Drude model at small frequencies in the regime of weak momentum
relaxation �/µ ⌧ 1, a fact also observed in the models of [29, 30]. On the other hand, in
the regime of stronger momentum relaxation, �/µ ⇡ 1, the two-fluid Drude model seems to
work less and less well, again similar to [29, 30].
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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Figure 1. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

2.1 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field  , corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 2 we illustrate how

Figure 2. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,

– 3 –

Homes’ law: Q-lattice

Action

Ansatz

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm

SHHH =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤
�
, (2.1)

Sm:
Q-lattice

SQ =

Z
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p
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2
 | |2

⇤
, (2.2)

Axion
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Hellical lattice
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S =

Z
d4x

p
�g

2

4
R+ 6� 1

4
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2
���

⇤ � 1

2
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(@ I)
2

3

5
, (2.5)

 I = (�x, �y) (2.6)

In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.7)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

 = e

ikx
'(r)
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We take the following anisotropic ansatz

ds2 =
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+ V1(z)dx
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ikx
z (z)
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�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.9)

 (0) = �

where U, V1, V2, a,  and � are functions of the radial coordinate z only. Notice that
k is the lattice wavenumber and µ is the chemical potential of the dual field theory. The
normal phase of the system corresponds to the solution with a vanishing charged scalar
field �. If U = 1 + z + z

2 � µ

2
z

3
/4, V1 = V2 = a = 1,  = � = 0, we recover the

familiar planar AdS-Reissner-Nordström(AdS-RN) black hole. The non-trivial Q-lattice
backgrounds can be obtained by setting a non-trivial boundary condition at infinity for
the scalar field  (0) = � and regular boundary conditions on the horizon z = 1. We will
refer to � as the lattice amplitude. The black hole temperature is T/µ = U(1)/(4⇡µ).
Due to conformal invariance, the solutions of the system are specified by four dimensionless
parameters, namely (T/µ, �/µ, k/µ, q). We will set µ = 1 in numerical calculation.

3 Critical temperature and DC conductivity

3.1 Metal-insulator transition without condensate

To check the Homes’ law in our model, we need to calculate the DC conductivity �DC at
the critical temperature. A formula for �DC in terms of the background solution data at
the horizon can be derived [3]

�DC =

 r
V2

V1
+

µ

2
a

2
p
V1V2

2k2 2

!�����
z=1

. (3.1)

3.2 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field �, corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 3 we illustrate how
the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
the critical temperature first decreases for small k/µ, and then increases for large values
of k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0).
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3.2 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field �, corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 3 we illustrate how
the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
the critical temperature first decreases for small k/µ, and then increases for large values
of k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0).
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Figure 2. Resistivity in insulator and metal phase

Figure 3. The variation of the critical temperature with respect to the lattice wavenumber at some

fixed lattice amplitude (q = 6).

the critical temperature first decreases for small k/µ, and then increases for large values of
k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0). In
axion model [? ] and helical lattice model [? ] the critical temperature has the similar
non-monotonic behavior. This behavior was not seen in [? ? ] because the scalar field �

had much smaller charge q.

3.3 DC conductivity at critical temperature

To check the Homes’ law in our model, we need to calculate the DC conductivity �DC at
the critical temperature. A formula for �DC in terms of the background solution data at
the horizon can be derived [? ]

�DC =

 r
V2

V1
+

µ

2
a

2
p
V1V2

2k2 2

!�����
z=1

. (3.2)

In Figure 4, we plot the DC conductivity �DC and resistivity ⇢ at the critical temperature
as a function of �/µ and k/µ. When k/µ = 0, we have infinite �DC because in this case
the system is a homogeneous theory. For a fixed �/µ, �DC at the critical temperature
decreases when k/µ is small and increases when k/µ is large. When k/µ ! 1, it again
goes to infinity.

Note that the critical temperature and DC conductivity at the critical temperature all
approach their values of AdS-RN at large k/µ, similar to the observation made in [? ]. In
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k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0). In
axion model [? ] and helical lattice model [? ] the critical temperature has the similar
non-monotonic behavior. This behavior was not seen in [? ? ] because the scalar field �

had much smaller charge q.

3.3 DC conductivity at critical temperature

To check the Homes’ law in our model, we need to calculate the DC conductivity �DC at
the critical temperature. A formula for �DC in terms of the background solution data at
the horizon can be derived [? ]

�DC =

 r
V2

V1
+

µ

2
a

2
p
V1V2

2k2 2

!�����
z=1

. (3.2)

In Figure 4, we plot the DC conductivity �DC and resistivity ⇢ at the critical temperature
as a function of �/µ and k/µ. When k/µ = 0, we have infinite �DC because in this case
the system is a homogeneous theory. For a fixed �/µ, �DC at the critical temperature
decreases when k/µ is small and increases when k/µ is large. When k/µ ! 1, it again
goes to infinity.

Note that the critical temperature and DC conductivity at the critical temperature all
approach their values of AdS-RN at large k/µ, similar to the observation made in [? ]. In
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Figure 16. The nature of the zero-temperature ground state from the finite temperature conduc-
tivity. The surprise is that for fixed helix amplitude � the system transitions from an insulating to
a metallic and then back to an insulating phase. For p/µ ⌧ 1 and �/µ ⌧ 1, we expect a metallic
phase designated by the shaded green area due to the fact that momentum relaxation is removed
in the limit where either of these parameters vanishes. This part of the metallic phase could not
be distinguished from the insulating phase since we are using very coarse measure to determine
the nature of the ground state i.e. a qualitative measure of the conductivity. The thick blue line
denotes the location of the minimal critical temperature Tmin

c extracted from Figure 5. In the case
 = 0, shown in the left panel, this minimum tracks qualitatively the metallic phase inferred from
the conductivity, whereas for  =

1/
p
2 the minimal critical temperature Tmin

c is invariant under
changes in p/µ and �/µ. Note that at high values for �/µ the critical temperature is very low and
thus our numerical code cannot reach Tmin

c anymore. Homes’ relation holds in the region marked
by the white dashed box.

nicely stable, indicating that it is the true ground state [26]. The insulating IR geometry is
indeed unstable towards superconductivity, but curiously not for the mass of the scalar field
considered here. We suspect, however, that in this case the superconducting IR geometry,
is still the thermodynamically preferred ground state, i.e. the state of lowest free energy.
The insulating but not superconducting geometry of [26] is hence dynamically stable, but
thermodynamically unstable. This would indicate that they are separated by a first order
transition. We will support this claim by an analysis of the thermodynamics and transport
at zero temperature in a forthcoming work [37].

5.2 Transport

In our system, the linear momentum relaxation introduced by the Bianchi VII
0

structure of
the geometry allows us to reliably analyse the physics behind the low-frequency transport
properties of our system. Our computation reveals that the superconducting system is well
described by a two-fluid Drude model at small frequencies in the regime of weak momentum
relaxation �/µ ⌧ 1, a fact also observed in the models of [29, 30]. On the other hand, in
the regime of stronger momentum relaxation, �/µ ⇡ 1, the two-fluid Drude model seems to
work less and less well, again similar to [29, 30].
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Figure 4. The value of DC conductivity and DC resistivity as a function of k/µ for �/µ = 1, 3, 5, 10.

fact, as we will see later, when k/µ ! 1, all observables tend to their values of AdS-RN.
This is reasonable because in this case the neutral scalar field  oscillates so fast that the
observables can not feel the effect of Q-lattice (2.7). We may see the decreasing effect of
k at large k holographically: in Figure 5 we plot the bulk profile of  at T/Tc = 0.1 with
�/µ = 5 and different k/µ. The  decreases more quickly from boundary to horizon for
larger values of k/µ.
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Figure 5. The bulk profile of the neutral scalar field  at T/Tc = 0.1 with �/µ = 5. From top to
down the lines represent k/µ = 2, 4, 6, 10.15, 12, 20.
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Figure 9. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.

Figure 10. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.

Figure 11. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.
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Figure 1. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

2.1 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field  , corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 2 we illustrate how

Figure 2. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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Figure 16. The nature of the zero-temperature ground state from the finite temperature conduc-
tivity. The surprise is that for fixed helix amplitude � the system transitions from an insulating to
a metallic and then back to an insulating phase. For p/µ ⌧ 1 and �/µ ⌧ 1, we expect a metallic
phase designated by the shaded green area due to the fact that momentum relaxation is removed
in the limit where either of these parameters vanishes. This part of the metallic phase could not
be distinguished from the insulating phase since we are using very coarse measure to determine
the nature of the ground state i.e. a qualitative measure of the conductivity. The thick blue line
denotes the location of the minimal critical temperature Tmin

c extracted from Figure 5. In the case
 = 0, shown in the left panel, this minimum tracks qualitatively the metallic phase inferred from
the conductivity, whereas for  =

1/
p
2 the minimal critical temperature Tmin

c is invariant under
changes in p/µ and �/µ. Note that at high values for �/µ the critical temperature is very low and
thus our numerical code cannot reach Tmin

c anymore. Homes’ relation holds in the region marked
by the white dashed box.

nicely stable, indicating that it is the true ground state [26]. The insulating IR geometry is
indeed unstable towards superconductivity, but curiously not for the mass of the scalar field
considered here. We suspect, however, that in this case the superconducting IR geometry,
is still the thermodynamically preferred ground state, i.e. the state of lowest free energy.
The insulating but not superconducting geometry of [26] is hence dynamically stable, but
thermodynamically unstable. This would indicate that they are separated by a first order
transition. We will support this claim by an analysis of the thermodynamics and transport
at zero temperature in a forthcoming work [37].

5.2 Transport

In our system, the linear momentum relaxation introduced by the Bianchi VII
0

structure of
the geometry allows us to reliably analyse the physics behind the low-frequency transport
properties of our system. Our computation reveals that the superconducting system is well
described by a two-fluid Drude model at small frequencies in the regime of weak momentum
relaxation �/µ ⌧ 1, a fact also observed in the models of [29, 30]. On the other hand, in
the regime of stronger momentum relaxation, �/µ ⇡ 1, the two-fluid Drude model seems to
work less and less well, again similar to [29, 30].
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tivity. The surprise is that for fixed helix amplitude � the system transitions from an insulating to
a metallic and then back to an insulating phase. For p/µ ⌧ 1 and �/µ ⌧ 1, we expect a metallic
phase designated by the shaded green area due to the fact that momentum relaxation is removed
in the limit where either of these parameters vanishes. This part of the metallic phase could not
be distinguished from the insulating phase since we are using very coarse measure to determine
the nature of the ground state i.e. a qualitative measure of the conductivity. The thick blue line
denotes the location of the minimal critical temperature Tmin

c extracted from Figure 5. In the case
 = 0, shown in the left panel, this minimum tracks qualitatively the metallic phase inferred from
the conductivity, whereas for  =
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c is invariant under
changes in p/µ and �/µ. Note that at high values for �/µ the critical temperature is very low and
thus our numerical code cannot reach Tmin

c anymore. Homes’ relation holds in the region marked
by the white dashed box.

nicely stable, indicating that it is the true ground state [26]. The insulating IR geometry is
indeed unstable towards superconductivity, but curiously not for the mass of the scalar field
considered here. We suspect, however, that in this case the superconducting IR geometry,
is still the thermodynamically preferred ground state, i.e. the state of lowest free energy.
The insulating but not superconducting geometry of [26] is hence dynamically stable, but
thermodynamically unstable. This would indicate that they are separated by a first order
transition. We will support this claim by an analysis of the thermodynamics and transport
at zero temperature in a forthcoming work [37].

5.2 Transport

In our system, the linear momentum relaxation introduced by the Bianchi VII
0

structure of
the geometry allows us to reliably analyse the physics behind the low-frequency transport
properties of our system. Our computation reveals that the superconducting system is well
described by a two-fluid Drude model at small frequencies in the regime of weak momentum
relaxation �/µ ⌧ 1, a fact also observed in the models of [29, 30]. On the other hand, in
the regime of stronger momentum relaxation, �/µ ⇡ 1, the two-fluid Drude model seems to
work less and less well, again similar to [29, 30].
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Figure 6. The charge density n and superfluid density Ks and K̃s as a function of k/µ for
�/µ = 5, T/Tc = 0.1.
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Figure 7. The charge density n and superfluid density Ks and K̃s as a function of k/µ for
�/µ = 5, T/Tc = 0.1.

In Figure 11 (left) we show that C = Ks/(�DCTc) depends on �/µ and k/µ and the Homes’
law does not hold in this sense. The Uemura’s law does not hold either (Figure 11 (right)
)

The qualitative behaviours of these plots can be understood by looking at Figure 2,
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Figure 9. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.
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2 Holographic superconductor on a Q-lattice
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In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F
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, (2.5)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx
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A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.6)
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
�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
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2 + V2(z)dy
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�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.7)

where U, V1, V2, a, and � are functions of the radial coordinate z only. Notice that

– 2 –

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm

SHHH =

Z
d

4
x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤
�
, (2.1)

Sm:
Q-lattice

SQ =

Z
d

4
x

p
�g

⇥
�|@ |2 �m

2
 | |2

⇤
, (2.2)

Axion

SA =

Z
d

4
x

p
�g

2

4�1

2

X

I=1,2

(@ I)
2

3

5
, (2.3)

Hellical lattice

SH =

Z
d

4
x

p
�g


�1

4
W

µ⌫
Wµ⌫ �m

2
BB

µ
Bµ

�
� 1

2

Z
B ^ F ^W, (2.4)

In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.5)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.6)

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.7)

where U, V1, V2, a, and � are functions of the radial coordinate z only. Notice that

– 2 –

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm

SHHH =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤
�
, (2.1)

Sm:
Q-lattice

SQ =

Z
d4x

p
�g

⇥
�|@ |2 �m

2
 | |2

⇤
, (2.2)

Axion

SMS =

Z
d4x

p
�g

2

4�1

2

X

I=1,2

(@ I)
2

3

5
, (2.3)

Hellical lattice

SH =

Z
d4x

p
�g


�1

4
W

µ⌫
Wµ⌫ �m

2
BB

µ
Bµ

�
� 1

2

Z
B ^ F ^W, (2.4)

S =

Z
d4x

p
�g

2

4
R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � 1

2

X

I=1,2

(@ I)
2

3

5
, (2.5)

In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.6)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.7)

– 2 –

2 Holographic superconductor on a Q-lattice

Total action S = SHHH + Sm

SHHH =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤
�
, (2.1)

Sm:
Q-lattice

SQ =

Z
d4x

p
�g

⇥
�|@ |2 �m

2
 | |2

⇤
, (2.2)

Axion

SMS =

Z
d4x

p
�g

2

4�1

2

X

I=1,2

(@ I)
2

3

5
, (2.3)

Hellical lattice

SH =

Z
d5x

p
�g


�1

4
W

µ⌫
Wµ⌫ �m

2
BB

µ
Bµ

�
� 1

2

Z
B ^ F ^W, (2.4)

S =

Z
d4x

p
�g

2

4
R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � 1

2

X

I=1,2

(@ I)
2

3

5
, (2.5)

 I = (�x, �y) (2.6)

In this section we briefly review the holographic superconductor model that dualizes
to a field theory in the presence of a Q-lattice, which has been studied in detail in [1, 2].
The action is given by

S =

Z
d4x

p
�g


R+ 6� 1

4
F

2 � |(@ � iqA)�|2 �m

2
���

⇤ � |@ |2 �m

2
 | |2

�
, (2.7)

where the radius of curvature of AdS is set to unity and F = dA.  is neutral with respect
to the Maxwell field and will be used to introduce a lattice structure by the ansatz  = e

ikx
'

with x-independent '. � is charged under the Maxwell field and will be responsible for the
spontaneous breaking of the U(1) gauge symmetry and the formation of a superconducting
phase. We will always set the mass of these two scalar fields m

2
 = m

2
� = �2.

 = e

ikx
'(r)

– 2 –

We take the following anisotropic ansatz

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�

A = µ(1� z)a(z)dt � = z�(z)  = e

ikx
z (z)

(2.8)

ds2 =
1

z

2


�(1� z)U(z)dt2 +

dz2

(1� z)U(z)
+ V1(z)dx

2 + V2(z)dy
2

�
,

A = µ(1� z)a(z)dt ,  = e

ikx
z (z) , � = z�(z) ,

(2.9)

where U, V1, V2, a,  and � are functions of the radial coordinate z only. Notice that
k is the lattice wavenumber and µ is the chemical potential of the dual field theory. The
normal phase of the system corresponds to the solution with a vanishing charged scalar
field �. If U = 1 + z + z

2 � µ

2
z

3
/4, V1 = V2 = a = 1,  = � = 0, we recover the

familiar planar AdS-Reissner-Nordström(AdS-RN) black hole. The non-trivial Q-lattice
backgrounds can be obtained by setting a non-trivial boundary condition at infinity for
the scalar field  (0) = � and regular boundary conditions on the horizon z = 1. We will
refer to � as the lattice amplitude. The black hole temperature is T/µ = U(1)/(4⇡µ).
Due to conformal invariance, the solutions of the system are specified by four dimensionless
parameters, namely (T/µ, �/µ, k/µ, q). We will set µ = 1 in numerical calculation.

3 Critical temperature and DC conductivity

3.1 Metal-insulator transition without condensate

To check the Homes’ law in our model, we need to calculate the DC conductivity �DC at
the critical temperature. A formula for �DC in terms of the background solution data at
the horizon can be derived [3]

�DC =

 r
V2

V1
+

µ

2
a

2
p
V1V2

2k2 2

!�����
z=1

. (3.1)

3.2 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field �, corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 3 we illustrate how
the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
the critical temperature first decreases for small k/µ, and then increases for large values
of k/µ. When k/µ ! 1, it approaches to the critical temperature of AdS-RN(�/µ = 0).
In axion model [4] and helical lattice model [5] the critical temperature has the similar
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Figure 10. Checking Uemura’s law. Uemura’s law holds in coherent regime (red dots: µ/� =
2, 3, 5, 7, 10, 15, 20) while it does not hold in incoherent regime (blue dots: µ/� = 0.3, 0.4, 0.5, 0.7, 1).
In (a) the black line is drawn for B ⇠ 5.47, and in (b) the black lines are drawn for B ⇠
6.87, 5.47, 4.64 for q = 2, 3, 6 respectively.
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Figure 11. Checking Homes’ law. Homes’ law does not hold. The blue dots are for incoherent
regime (µ/� = 0.3, 0.4, 0.5, 0.7, 1) and the red dots are for coherent regime (µ/� = 2, 3, 5, 7, 10). In
(a) the data for C do not align on a constant value and in (b) the data do not yield a linear relation.

in both coherent regime (red dots) and incoherent regime (blue dots). In Figure 11(a),

for large µ/�, C(= ⇢̃

s

/(�
DC

T̃

c

)) approaches to a constant value, but it is zero. It simply

means that �

DC

goes to infinite as momentum relaxation goes to zero. Figure 11(b) is

another representation, a plot of ⇢̃
s

versus �

DC

T̃

c

, where it is also clear that there is no

linear relation between between ⇢̃

s

and �

DC

T̃

c

. For di↵erent values of q, we considered

q = 2 and q = 6 and obtained figures qualitatively similar to Figure 11, so Homes’ law

seems not satisfied for di↵erent values of q either.
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Figure 9. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.

Figure 10. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.

Figure 11. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.
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Figure 1. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

2.1 Critical temperature

We numerically construct explicit superconducting background at finite temperature. For
each set of parameters (�/µ, k/µ, q), we find that below some critical temperature Tc/µ,
there exist black brane solutions with a non-vanishing charged scalar field  , corresponding
to the superconducting phases. From now on we fix q = 6. In Figure 2 we illustrate how

Figure 2. The variation of the critical temperature with respect to the lattice wavenumber at some
fixed lattice amplitude (q = 6).

the critical temperature depends on �/µ and k/µ. First, for a fixed k/µ, the transition
temperature decreases monotonously with the increase of �/µ. Second, for a fixed �/µ,
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Figure 15. A log-log-plot of the superfluid density ⇢s with respect to �DC(Tc)Tc. The color coding
for �/µ is identical to the phase-diagram plots presented in Figure 5, �/µ = 4.5, 4.8, 5.1, 5.4, 5.7
, whereas values of different p/µ are not resolved, except for the outliers where the value of p/µ is
explicitly attached to the point. If Homes’ relation holds, the points should roughly fall on a line
with a slope of unity, according to log(⇢s) = logC + log(�DCTc) denoted by the black line. The
inset shows the value of Homes’ constant C for �/µ = 4.5, 4.8, 5.1, 5.4, 5.7. The relation is not
expected to hold in the limits of p/µ ! 0 and p/µ ! 1. There the constant approaches zero due to
the absence of momentum relaxation and the corresponding divergence of �DC. These data points
may be faithfully discarded. Doing so, we see that, in the reasonably applicable range of p/µ 2 [1, 2]
Homes’ relation seems to hold within the dashed lines given by C ⇡ 6.17± 0.31. This value for the
constant is extracted from a least-squares fit represented by the thick black line in the main figure.

be almost the arithmetic mean of the two experimentally determined values. Additionally,
one may compare to the most recent results found for organic superconductors in [57], i.e.
C = (110 ± 60)

cm�1/⌦�1K, again in dimensionful units. Converting to our dimensionless
Homes’ constant and including the additional factor of 8, we find C = 4±2.1, which is very
close to the original result in [33].

constants, e.g . for the conversion of the temperature we have

T [K] =
c · h
KB

· 100 T

⇥
cm�1⇤

,

which amounts to 1K = 0.695 cm�1. Similarly, 1⌦�1cm�1 = 4.935 cm�1 and our final conversion factor
reads 1⌦�1K = 3.42983 cm�1. Thus, the values given in [33] are converted by

(120± 25)
cm�1

⌦�1K
=

120± 25
3.43

⇡ 35± 7.3.

Taking into account the correction factor for our different definition of ⇢s we arrive at C = 35±7.3
/8 ⇡

4.4± 0.9.
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Figure 16. The nature of the zero-temperature ground state from the finite temperature conduc-
tivity. The surprise is that for fixed helix amplitude � the system transitions from an insulating to
a metallic and then back to an insulating phase. For p/µ ⌧ 1 and �/µ ⌧ 1, we expect a metallic
phase designated by the shaded green area due to the fact that momentum relaxation is removed
in the limit where either of these parameters vanishes. This part of the metallic phase could not
be distinguished from the insulating phase since we are using very coarse measure to determine
the nature of the ground state i.e. a qualitative measure of the conductivity. The thick blue line
denotes the location of the minimal critical temperature Tmin

c extracted from Figure 5. In the case
 = 0, shown in the left panel, this minimum tracks qualitatively the metallic phase inferred from
the conductivity, whereas for  =

1/
p
2 the minimal critical temperature Tmin

c is invariant under
changes in p/µ and �/µ. Note that at high values for �/µ the critical temperature is very low and
thus our numerical code cannot reach Tmin

c anymore. Homes’ relation holds in the region marked
by the white dashed box.

nicely stable, indicating that it is the true ground state [26]. The insulating IR geometry is
indeed unstable towards superconductivity, but curiously not for the mass of the scalar field
considered here. We suspect, however, that in this case the superconducting IR geometry,
is still the thermodynamically preferred ground state, i.e. the state of lowest free energy.
The insulating but not superconducting geometry of [26] is hence dynamically stable, but
thermodynamically unstable. This would indicate that they are separated by a first order
transition. We will support this claim by an analysis of the thermodynamics and transport
at zero temperature in a forthcoming work [37].

5.2 Transport

In our system, the linear momentum relaxation introduced by the Bianchi VII
0

structure of
the geometry allows us to reliably analyse the physics behind the low-frequency transport
properties of our system. Our computation reveals that the superconducting system is well
described by a two-fluid Drude model at small frequencies in the regime of weak momentum
relaxation �/µ ⌧ 1, a fact also observed in the models of [29, 30]. On the other hand, in
the regime of stronger momentum relaxation, �/µ ⇡ 1, the two-fluid Drude model seems to
work less and less well, again similar to [29, 30].
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5 Homes’ law and Uemura’s law

The Homes’ relation is given by

Ks(T = 0) = C�DC(Tc)Tc. (5.1)

In Figure 12 (left) we show that C = Ks/(�DCTc) depends on �/µ and k/µ and the Homes’
law does not hold in this sense. The Uemura’s law does not hold either (Figure 12 (right)
)

Figure 9. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.
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Figure 10. The value of C = Ks/(�DCTc) as a function of k/µ for �/µ = 1, 3, 5, 10.

The qualitative behaviours of these plots can be understood by looking at Figure 3,
Figure 4 and Figure 8.

6 Conclusion
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